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Dear reader,

Optical metrology is the science of measuring the properties of objects and materials 
using optical techniques, such as light intensity, wavelength, and polarization. It is used in 
a wide range of fields, from metallurgy and corrosion science to particles and geosciences. 
As the world becomes increasingly reliant on optical and electronic devices, the need for 
accurate and precise optical metrology will only grow.

Optical metrology techniques are based on the interaction of light with the object or 
material being measured. This interaction can be used to measure a broad range of 
properties, such as shape, size, refractive index, and chemical composition. Additionally, 
optical metrology can be used to measure the optical properties of materials, such as 
absorption and scattering coefficients. There are a variety of devices that can be used 
including interferometers, spectrophotometers, and microscopes. A variety of software 
packages exist that can be used to process and analyze the data collected.

Optical metrology is a rapidly growing field, with new applications being developed all 
the time. Some of the most promising applications are in 3D printing, where optical 
metrology can be used to control the printing process and ensure that the finished 
product meets the required specifications. Some future applications of optical metrology 
include measuring the thickness of thin films, characterizing nanoparticles, and measuring 
the 3D shape of objects.

With this in mind, the long-lasting partnership between Evident and Wiley Analytical 
Science brings you the assembly of a second compendium with six eBooks that highlights 
the most advanced and leading research in the fields of geosciences, corrosion, particles, 
and additive manufacturing. In more than 20 article digests, you can find the most 
recent methods of imaging particles and other trending research, such as the use of 
nanoparticles for light storage, the corrosion behavior of steel, and many more.

Advanced Optical Metrology is a project that is designed to help improve communication 
between fundamental research and industrial applications. This project involves collecting 
and organizing existing information on the topic to make it more accessible and useful 
for both researchers and practitioners. The project is constantly expanding the online 
platform with a variety of resources, including a searchable database of optical metrology 
papers, a repository of teaching materials, and even instructions on how to publish 
scientific achievements.

If you would like to contribute to the platform, or have any ideas and suggestions, please 
feel free to contact us at website@advancedopticalmetrology.com.

 
Yours sincerely, 
Dr. Cecilia Kruszynski 
Technical Editor of Wiley Analytical Science
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Geoscience

 Geoscience is the scientific study of the Earth — more 
precisely, the study of the materials, structures, evolution, 
and dynamics of the Earth, including its organisms, 
natural minerals, and energy resources.  Geoscientists 
routinely investigate the composition and molecular 
structure of soils, rocks, sediments, minerals, and other 
geological samples. Geoscientists employ many analytical 
techniques to characterize these materials and samples 
— among them X-ray analytical techniques such as X-ray 
fluorescence (XRF) and X-ray diffractometry (XRD) [1,2]. 

XRF is the most frequently used analysis tech-
nique for determining the elemental composi-
tion of rock, sediment, and other earth mate-
rial samples [3]. In XRF, the sample is bom-
barded with a high-energy X-ray beam, leading 
to the ionization of its component atoms and 
the dislodgment of an inner-shell electron. The 
resulting electron-hole in the inner shell is then 
filled by an outer-shell electron accompanied 
by the release of energy in the form of a pho-
ton. The emitted radiation has a lower energy 
than the absorbed radiation and is termed ‘flu-
orescence’. The energy of the emitted radiation 
reflects the energy difference between the two 
shells involved. As these transitions occur at 
discrete energies unique to a specific element 
and its local environment, the emitted charac-
teristic fluorescence can be used to determine 
the elements in a sample and after calibration, 
its concentration. Thus, XRF analysis can deter-
mine the elemental/chemical composition of a 
sample but fails to differentiate between the 
different compounds present in the sample.  

Like XRF, XRD measures the response of X-rays 
interacting with a sample to identify sub-
stances. XRD leverages the fact that crystal-
line materials (e.g., minerals) exhibit a certain 
degree of periodicity in their structural arrange-
ment [4]. When a monochromatic X-ray beam 

irradiates a crystalline sample, the X-rays col-
lide with the sample’s electrons, leading to con-
structive interference (i.e., diffraction) as long 
as the Bragg’s Law (nλ = 2d sinθ) is satisfied. 
The law relates the wavelength of the inci-
dent beam to the diffraction angle and the dis-
tance between the lattice planes of the atoms 
arranged in the crystalline sample. Each mate-
rial produces a unique diffraction pattern by 
which it can be identified. Such diffraction 
patterns can be compared and matched with 
those of known structures (e.g., various min-
erals) maintained in the International Center 
for Diffraction Data (ICDD) database. In con-
trast to XRF, XRD identifies and quantifies crys-
talline compounds or phases in a sample and 
determines its degree of crystallinity and amor-
phous content. Thus, the methods are com-
plementary to each other. For example, XRF 
could measure the total concentration of a 
specific element (e.g., Ca) in a given geologi-
cal sample, while XRD could determine and dif-
ferentiate between the compounds in which 
this element exists (e.g., CaO vs. CaCO3). 

Both techniques have been widely applied 
in different fields of geoscience for decades, 
with portable versions of XRF and XRD 
(pXRF and pXRD, respectively) allowing for 
fast in situ screenings and analyses [5].
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This introduction will briefly describe the 
advances in pXRF and pXRD, the implication 
of both methods for geoscience, and their 
application in soil and rock analysis. The fol-
lowing digest articles will focus on the appli-
cation of pXRF in geological settings.  

1. ADVANCES IN PXRF AND 
PXRD AND THEIR IMPLICA-
TIONS FOR GEOSCIENCE

With advancements in hardware and soft-
ware technologies (i.e., X-ray tubes, detec-
tors, and processors), pXRF and pXRD 
devices have become important quali-
tative and quantitative characterization 
tools for analyzing geological materials.

Early pXRF spectrometers usually comprised 
radioactive isotopes as their excitation source 
and Si-PIN diode detectors, but in later gen-

erations, the radioactive isotope sources and 
PIN diode detectors were replaced by small 
X-ray tubes and silicon drift detectors, respec-
tively [3,7]. Several generations of improvement 
have led to the current standard for pXRF, fea-
turing relatively low detection limits, high sen-
sitivity, low background noise, high tempera-
ture stability, high resolution at high count 
rates, and fast processing times. Portable XRF 
devices have many advantages over traditional 
lab-based techniques, including, of course, 
portability, allowing for in situ data collection; 
little to no sample preparation, facilitating the 
scanning process; wide dynamic range and 
multi-element capability, enabling accurate and 
precise quantification of many elements; and 
speed, allowing for fast decision-making on 
site. Moreover, pXRF is a non-destructive tech-
nique, allowing for multiple measurements of 
the same sample and the use of analyzed sam-
ples for future use. Using a pXRF device, geo-
scientists can quickly cover large study areas, 
increasing the sampling density and advancing 
decision-making. Modern pXRF devices have 
integrated GPS receivers that are used to geo-
reference the collected data, enabling rapid 
spatial visualization using a geographic infor-
mation system (https://www.olympus-ims.com/
en/handheld-xrf-for-soil-surveys-geochemis-
try-of-rock-outcrops-soils-and-sediments/).

Due to these beneficial properties, pXRF 
devices are widely used in geoscience. Besides 
the scientific and experimental benefits, pXRF 
is a highly cost-effective technique; accord-
ing to an ASX-listed explorer, a saving of 
$2.75 million over a three-year period was 
achieved by employing pXRF devices for testing 
100,000 samples instead of costly lab-based 
techniques (https://www.olympus-ims.com/en/
handheld-xrf-for-soil-surveys-geochemistry-of-
rock-outcrops-soils-and-sediments/). Likewise, 
the First Mining Finance Corporation used 
pXRF devices for assessing soil geochemistry 
within their Sonora projects (Mexico); the esti-
mated costs were approximately 3–5 times less 
than those of traditional wet chemistry analysis 
at commercial labs (https://www.olympus-ims.
com/en/customer-case-study-soil-geochemis-
try-by-pxrf-at-the-sonora-project-mexico/). 

The digest article “Portable X-ray fluorescence 
spectrometry analysis of soils” reviews fur-
ther advantages and disadvantages of pXRF 
and provides helpful, practical tips and rec-
ommendations for its application in the geo-
scientific field. The remaining digest arti-
cles in this eBook demonstrate the high 
quality of pXRF data obtained from geo-

Figure 1: Fundamental principles of XRF. When an electron void in the K shell is filled by an electron from the L 

or M shell, the emitted photon is termed Kα or Kβ, respectivele figure is taken from reference [6].  

Figure 1: Fundamental principles of XRF.  
When an electron void in the K shell is filled by 
an electron from the L or M shell, the emitted 
photon is termed Kα or Kβ, respectively. The 
figure is taken from reference [6]. 
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scientificl samples, which are comparable to 
those of traditional analytical techniques.  

Like pXRF, pXRD has benefited from techno-
logical advances, especially from the automa-
tion of data processing and the use of vibrating 
sample holders and CCD-based cameras. Por-
table XRD devices now offer fast, accurate, and 
cost-effective analysis of geological samples [5]. 
Although pXRD devices are larger and heavier 
than handheld pXRF devices, they can be oper-
ated in the field. The ability to identify minerals 
in situ by pXRD promotes more accurate geo-
logical logging and provides valuable insights 
into geological systems. In contrast to pXRF, 
pXRD is generally limited to crystalline materi-
als and is thus primarily used for the character-
ization and identification of crystalline materi-
als in soils and sediments. Nonetheless, it is a 
commonly used and proven technique to iden-
tify and quantify the mineralogical composi-
tion of raw materials [8]. However, geoscientists 
have concluded that pXRD data alone is insuf-
ficient for soil mineral identification and thus 
should be combined with other techniques [9].

2. APPLICATION OF  
PXRF AND PXRD IN SOIL  
AND ROCK ANALYSIS

Given the importance of the elemental com-
position of soils and rocks, the application of 
pXRF is rapidly expanding in soil and rock anal-
ysis. The obtained elemental data can be used 
to predict soil and rock physical and chemi-
cal properties, such as salinity, pH, and cat-
ion-exchange capability [3]. Gazley et al. [10] 
presented a rapid and robust pXRF-based 
workflow to aid exploration in a regolith-dom-
inated terrane. The authors obtained a large 
dataset from the Western Mount Isa Inlier, 
Queensland, Australia, including data from 
soil, rock, and rotary air blast samples. Porta-
ble XRF data obtained from the soil samples 
were comparable to laboratory data for most 
elements (Cu and Zn within 2% of laboratory 
data; Mn, Rb, and Sr within 8% of laboratory 
data; and Fe, Al, K, and Ca within 25% of lab-
oratory data). However, the Pb content in the 
soil estimated by pXRF was 77% less than that 
estimated by the laboratory. This underesti-
mation was due to an erroneous Pb concen-
tration reported by the pXRF device because 
of energy peaks overlap between Fe (pile up) 
and Pb. The rotary air blast dataset showed a 
similar trend to the soil dataset (Pb overesti-
mated by 69%), and the rock dataset, which 
was uncorrected, correlated unexpectedly well 

with the laboratory data for many elements. 
Thus, the authors concluded that the use of 
pXRF enables dynamic exploration campaigns 
in regolith-dominated terranes at a relatively 
low cost, with decision-making being possi-
ble while the drill rig is still in the study area. 

Ahmed et al. [11] used pXRF to evaluate the 
ore-forming potential of intrusive rocks in dif-
ferent porphyry Cu environments by assess-
ing their Sr/Y and Sr/MnO contents, which are 
effective discriminators between ore-forming 
and unprospective intrusions. For this purpose, 
pXRF data were collected from pulp powders 
and rock slabs from six porphyry Cu districts. 
Calibrated pXRF data obtained from pulp pow-
ders correlated very well with those of con-
ventional methods (within 16%). In contrast, 
pXRF data obtained from rock slabs correlated 
less well with those of conventional meth-
ods (within 37%). This discrepancy in the data 
between the samples was due to homogene-
ity differences (in terms of grain size and min-
eralogy) between pulp powder and rock slabs. 
Nevertheless, pXRF represents a rapid and 
cost-effective alternative to traditional meth-
ods for collecting Sr, Mn, and Y data to deter-
mine the ore-forming potential of intrusions. 

Portable XRF can also be applied in geologi-
cal oceanography to study the geological his-
tory of the ocean floor. Ivanova  et al. [12] used 
pXRF, in combination with other techniques, to 
analyze the sediment cores from the summit 
and the northeastern slope of the Ioffe Drift, 
which is located in the Antarctic Bottom Water 
pathway. The study was conducted to iden-
tify hiatuses in the contourite records, deter-
mine their duration, and refine the stratigra-
phy of the upper sediment cover overlaying 
the Ioffe Drift area. The Ca/Ti and Ca/Al ratios 
were determined by pXRF as they represent 
biogenic/terrigenous material ratios, reflecting 
the changes in terrigenous sediment contri-
bution. Abrupt changes in the XRF data were 
used to infer potential long- and short-term 
hiatus/erosional events over the last ~ 3 mil-
lion years. The authors demonstrated that con-
tinuous pXRF scanning, in combination with 
other techniques, is an excellent approach to 
identifying hiatuses, even short-lived ones. 

Portable XRD is particularly useful for on-site 
mineralogical analysis and geological explora-
tion. For example, in the Indika project, pXRD 
was used for testing critical mineral identi-
fication in two study areas in northern Fin-
land [13]. Using pXRD, the authors successfully 
detected common rock-forming minerals, such 
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as albite, amphiboles, muscovite, and quartz, 
and indicator minerals for both study areas 
in till and weathered bedrock samples. How-
ever, as mentioned before, the authors also 
noted that the pXRD data alone was not reli-
able enough without employing complemen-
tary methods. Another study demonstrated 
that pXRD could be applied to identify hydro-
thermally modified mineral fissures, which can 
be used to track the formation conditions for 
ore deposits and other geothermal systems [14]. 

Besides being largely used individually, pXRF 
and pXRD were also combined to investi-
gate a large set of complex geological sam-
ples [15]. Coupled pXRF-pXRD analysis deliv-
ered both elemental (XRF) and mineralogical 
(XRD) information of high quality, making it a 
promising method for the exploration of lith-
ologies, hydrothermal alterations, and ores.
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Portable X-Ray Fluorescence 
Spectrometry Analysis of Soils
D. C. Weindorf and S. Chakraborty

ABSTRACT  
 Portable X-ray fluorescence (pXRF) spectrometry is a  
proximal sensing technique whereby low-power X-rays 
are used to make elemental determinations in soils. 
The technique is rapid, portable, and provides multi-
elemental analysis with results generally comparable 
to traditional laboratory-based techniques. Elemental 
data from pXRF can then be either used directly for 
soil parameter assessment or as a proxy for predicting 
other soil parameters of interest via simple or multiple 
linear regression. Importantly, pXRF has some limitations 
that must be considered in the context of soil analysis. 
Notwithstanding those limitations, pXRF has proven 
effective in numerous agronomic, pedological, and 
environmental quality assessment applications.

RATIONALE FOR GENERAL 
PROCEDURE

The elemental composition of soil is one of 
its most fundamental chemical parameters, 
affecting its reaction, salinity, cation-exchange 
capacity (CEC), nutrient cycling, and pollut-
ant transport. Early forays into soil chemical 
analysis relied on colorimetric wet chemistry 
methods such as titration or colorimetry [1]. 
In recent decades, these simplistic measure-
ments gave way to methods offering greater 
accuracy and precision: atomic absorption 
spectrometry (AAS) and inductively coupled 
plasma atomic emission spectroscopy (ICP–
AES). While the latter is the analytical stan-
dard for contemporary elemental analysis, 
both methods have some limitations; specifi-
cally, they require digestion of soil with caustic 
chemicals such as nitric or hydrochloric acids 
for partial digestion [2] or hydrofluoric acid for 

total digestion [3]. Therefore, these approaches 
require considerable time, energy, consum-
ables, and laboratory-based equipment.

By contrast, X-ray fluorescence (XRF) was orig-
inally developed as a laboratory-based tech-
nique [4], but it has since been miniaturized 
into small, portable units capable of making 
quality elemental determinations in situ with 
minimal sample preprocessing. The energies 
of most X-rays reflect the core-electron-bind-
ing energies of atoms; thus, the atomic num-
ber strongly influences XRF effectiveness [5]. 
XRF describes the emission of fluorescent 
photons from a sample that has been irra-
diated by high-energy X-rays. As the emit-
ted (fluorescent) secondary X-rays have dis-
crete energies unique to a particular element 
and its local environment, X-ray absorp-
tion (or emission) can be used for elemen-
tal determination in soils. Using the rela-

01
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tionship between emission wavelength and 
atomic number, specific elements can be 
identified and quantified in a sample [6].

Early portable XRF (pXRF) instruments often 
featured radioactive isotopes as their exci-
tation sources (e.g., Cd109 or Fe55) and fea-
tured Si-PIN diode detectors [6]. In later gener-
ations, these radioactive isotope sources were 
replaced by miniaturized tube-based X-ray 
sources, and Si-PIN diodes were replaced by 
silicon drift detectors, with the latter present-
ing tremendous advances in pXRF accuracy 
and precision. For purposes of discussion and 
methodology, all comments hereafter refer to 
experiences with an Olympus® DELTA™ Pre-
mium (DP-6000) pXRF configured with a 4 
W Rh X-ray tube operated at 10–40 keV.

REVIEW OF EXISTING 
 PROCEDURES: STRENGTHS, 
LIMITATIONS, INTERFERENCES

The use of pXRF for soil analysis offers many 
strengths relative to traditional laboratory- 

based methods but also some limitations. One 
of the greatest advantages of pXRF is its field 
portability as it is configured as a handheld 
meter that can be taken to the field for in situ 
soil analysis. Scanning time varies widely but 
is typically in the order of ∼60 to 90 seconds. 
Longer scanning times (up to 300 seconds) 
increase the accuracy of elemental readings. 
Also, pXRF can be operated by rechargeable 
Li-ion batteries, thus requiring no conven-
tional electrical power supply on-site. Porta-
ble XRF offers a wide dynamic range of ele-
mental quantification from low mg kg–1 to 
high percentage levels, with no need for dilu-
tions or restandardization. Lastly, pXRF anal-
ysis is multi-elemental, providing simultane-
ous analysis of ∼20 elements. However, the 
detection limits of each element vary based 
on the atomic number and size of the elec-
tron cloud. Generally, elements with larger 
atomic numbers are measured more accu-
rately than those with lower ones. For exam-
ple, light elements such as P might have a 
limit of detection (LOD) of∼ ±5000 mg kg−1, 
whereas heavy elements such as U might 
have a LOD of ± 5 mg kg−1 (Figure 1).

Figure 1:  
Periodic table of 
elements showing 
LODs for Olympus 
X-ray fluorescence  
analyzers.

http://www.advancedopticalmetrology.com
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Despite numerous advantages, pXRF has 
several limitations. First, pXRF is variably 
affected by soil moisture. Literature points 
to a critical value of 20% moisture, a thresh-
old above which drying or moisture correc-
tion should be considered. Weindorf et al. [7] 
noted that pXRF data quality was substantively 
reduced when evaluating frozen soils laden 
with ice relative to their dry counterparts.

Second, interelemental interferences are well 
documented. For example, As and Pb feature 
a shared spectral peak, making isolation and 
identification cumbersome [8]. Importantly, 
pXRF fails to distinguish elemental valence 
(e.g., Fe2+ vs. Fe3+) and merely reports total ele-
mental concentration. Portable XRF also can-
not read light elements (e.g., Z ≤ 11 Na). This 
is particularly limiting in soil analysis when the 
consideration of Na is important. However, 
some contemporary approaches have sought 
to overcome those limitations using other ele-
mental data as proxies for the light elements of 
interest. In most pXRF instruments, the aper-
ture through which X-rays are emitted and flu-
orescence is detected is relatively small (∼2 cm). 
Applied to highly heterogeneous matrices in 
soils, results can vary dramatically over only a 
few lateral centimeters in a soil profile. Finally, 
pXRF lacks very low LODs (very low or high 
mg kg−1) required for some investigations, 
where AAS or ICP–AES will remain the ana-
lytical standard for the foreseeable future.

INDIVIDUAL STEPS  
IN THE PREFERRED ANALYSIS, 
INCLUDING JUSTIFICATION

When conducting pXRF analysis of soil sam-
ples, several variables must be considered for 
optimal performance. First, the instrument 
must be properly standardized. The Olympus® 
DELTA™ pXRF features a calibration alloy clip 
(316 clip). Scanning the clip allows the instru-
ment to lock into a standardized substance 
recognized by the integrated computer. Given 
the inherent heterogeneity in many soil sam-
ples, steps must be taken to ensure that pXRF 
scanning adequately reflects the composition 
of the soil being evaluated. When scanning in 
situ, the soil should be evaluated for concre-
tions, nodules, or irregularities that may dis-
proportionately affect pXRF performance; such 
areas should be avoided. The nose of the pXRF 
should be placed in direct contact with the soil, 
such that it makes good contact with a flat sur-
face. In some instances, this may involve using 
a knife to gently scrape the soil to create a flat 
surface for scanning. To adequately capture 
variability within a given soil horizon, investiga-
tors should take multiple scans, physically repo-
sitioning the instrument between each scan to 
collect data on multiple points within a hori-
zon. Excessive soil moisture (≥20%) denudes 
fluorescence received by the instrument [9]; 
thus, field evaluation of soil is best undertaken 
when soils are dry. In addition to scanning soil 
profiles, it can be convenient to scan soil cores 
collected with a hydraulic probe; the evalua-
tion slot of the collection tube nicely accom-
modates the instrument's aperture  (Figure 2). 
If field measurements are not essential, it 
may be preferable to scan soil samples ex situ 
after drying and grinding. Ex situ process-
ing achieves two goals: reduction/elimination 
of soil moisture and sample homogenization. 
Scanning time is an important consideration 
as a longer scanning time produces optimized 
results. However, investigators must evalu-
ate the need for reasonable sample through-
put versus pXRF accuracy. Many soil evalua-
tions typically use between 60 and 90 seconds 
for scanning [4]. A good practice for evalu-
ating the quality of pXRF data is to scan the 
National Institute of Standards and Technol-
ogy (NIST)-certified reference soil standards. 
A recovery percentage (pXRF determined/
NIST-certified value) can then be calculated 
and reported with the pXRF data collected. 
Notably, pXRF tends to over- or underreport 
some elements, but many elements achieve 
results within 10% of NIST-certified values.

Figure 2: Hydraulic probe sampling tube with slot accommodating the aperture of 
a pXRF device for field scanning at fixed depths.
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Although most instruments operate at low 
power (10–40 KeV), the operator must 
undergo proper radiation safety training to 
ensure safe operation as pXRF still produces 
ionizing radiation. The penetration depth of 
the X-rays produced by pXRF instruments is 
commonly a few mm. Thus, exposing skin or 
body parts to X-rays should be avoided. Fur-
thermore, many states have licensing require-
ments for the use of radiation-producing 
devices that sometimes require the operator 
to wear a dosimetry badge to monitor X-ray 
exposure levels. Leakage of X-rays, which can 
be detected with a Geiger counter, most com-
monly occurs near the instrument's aperture  
if it fails to make planar contact with the sam-
ple being scanned. For comfort in prolonged 
use or specialized scanning applications, a 
bipod or sample stage can be used to position 
the pXRF for hands-free operation (Figure 3).

DATA QUALITY AND 
 PROCESSING 

Portable XRF for in-field environmental stud-
ies has repeatedly proven useful for directly 
predicting metal concentrations in soil. For 
example, Radu and Diamond [10] reported 
strong coefficients of determination (R2) for 
Pb (0.99), As (0.99), Cu (0.95), and Zn (0.84) 
between pXRF and AAS. Furthermore, pXRF 
has shown potential for environmental qual-
ity assessment of peri-urban agriculture, exhib-
iting reasonably strong correlations with ICP 
results of several trace elements [11]. How-

ever, pXRF elemental data can also be used as 
a proxy for predicting other soil properties.

Traditionally, scientists have utilized sim-
ple linear regression (SLR) and multiple lin-
ear regression (MLR) for establishing correla-
tions between pXRF measured elements and 
physicochemical soil properties measured via 
standard laboratory procedures. For example, 
Sharma et al. [12] used pXRF for pH determi-
nation using elemental data as a proxy for soil 
pH. They used SLR and MLR to develop mod-
els associating pure elemental data from pXRF 
and pXRF elemental data with auxiliary input 
data (clay content, sand content, organic mat-
ter content). While MLR with auxiliary input 
data produced the best predictive model (R2 
= 0.82; RMSE = 0.541), MLR with pure pXRF 
elemental data provided a reasonable predict-
ability (R2 = 0.77; RMSE = 0.685). Notably, SLR 
could not produce a robust predictive model. 
Several other studies also included the develop-
ment of SLR and/or MLR models (with or with-
out auxiliary input data) to predict and find cor-
relations between pXRF elemental data and 
traditionally lab-measured soil properties, such 
as soil CEC [13], soil salinity (electrical conduc-
tivity) [14], and soil gypsum content [15]. In all 
cases, the model(s) produced at least accept-
able R2 values, ranging from 0.83 to 0.95 
(see the full article for a complete reference 
list and detailed description of the studies). 

Both SLR and MLR are commonly used tech-
niques relating pXRF elemental data to 
standard laboratory characterization data 
for the physicochemical parameters of 

Figure 3: Hands-free pXRF operation using a hooded sample stage for special applications (left) 
and a bipod stand (right).
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 interest. We recommend splitting the data-
sets into modeling (∼70%) and valida-
tion (∼30%) datasets when constructing a 
predictive model to assess model perfor-
mance before using on unknown samples.

RECOMMENDATIONS

For common soil studies, ex situ scanning in 
the laboratory after drying and grinding of soil 
samples is preferable as this eliminates poten-
tial interference from soil moisture and pro-
vides increased sample homogeneity. As a bal-
ance between analytical accuracy and sufficient 
sample processing throughput, a scanning 
time of ∼60 to 90 seconds is recommended for 
most soil applications. However, if lower LODs 
are essential, extending the scanning time 
can optimize pXRF performance. The Olym-
pus® DELTA™ pXRF features several modes for 
analysis (Soil, Geochem, Mining, Alloy). These 
modes offer different packages of elements 
used in various applications. For most common 
soil science applications, Soil mode works quite 
well. More exotic studies of pollution sources 
or mine soil tailings may benefit from Mining or 
Alloy modes. In some instances, scanning with 
more than one mode can be useful, where cer-
tain elements are reported more accurately by 
one mode than another. These modes use var-
ious energies and filters to produce fluores-
cence signatures of various elements. The use 
of specialized filters may also enhance instru-
ment performance for certain applications in 
which background scatter or interference can 
be isolated, allowing better performance [16]. 

SAMPLE APPLICATIONS  
AND CASE STUDIES, 
 INCLUDING CALCULATIONS

To date, pXRF has been used to quantify ele-
mental concentrations in several media [4]. 
While early pXRF studies focused on geologic, 
metallurgical, or archeological uses, newer 
soil science and agronomy applications have 
developed rapidly in recent years. Portable XRF 
is a good method for use in instances where 
the chemical properties of soils are of impor-
tance. Portable XRF will not provide LODs as 
low as traditional ICP–AES or ICP–MS analy-
sis. Portable XRF reports total elemental con-
centration in soils, while techniques such as 
ICP–AES depend on the success of the diges-
tion used to extract elements into solution. 
However, pXRF can provide in situ data of rea-
sonable accuracy, with minimal to no sample 

preparation in ∼60 to 90 seconds. Also, pXRF 
may be useful in certain specialized applica-
tions where nondestructive analysis is required 
or matrices that do not lend themselves read-
ily to traditional soil physicochemical analy-
sis. Similar to spectral data collected by visible 
and near-infrared (VisNIR) spectroscopy, once 
collected, pXRF elemental data can be used 
to predict many physicochemical soil parame-
ters. Universal predictive models can be used 
with some degree of accuracy, but for opti-
mal results, it is advisable to collect pXRF ele-
mental data, process the soil samples by tra-
ditional laboratory analysis, and then develop 
customized predictive models for a given area. 
In most cases, a customized model will show 
considerable accuracy across a given region as 
long as the general geological and soil prop-
erties remain similar. Importantly, the samples 
used in constructing the model should reflect 
the variability the investigator seeks to directly 
predict from the pXRF data. For example, if 
two substantively different soils are studied, 
two different models should be developed.

Most models are built on MLR, using elemen-
tal data as proxies for the parameter of inter-
est. In developing the predictive model, the 
investigator should collect a robust dataset 
(n ≥ 100 or more), reflective of all variabil-
ity likely to be encountered in future analysis 
with the model. Randomly, 30% of the sam-
ples should be removed from the dataset for 
independent validation, with 70% of the sam-
ples used for model calibration. Calibration 
performances can be observed in terms of R2, 
RMSE, bias, residual prediction deviation, and 
ratio of performance to inter-quartile range. 

Alternatively, concatenating pXRF elemen-
tal data with spectral data from other proxi-
mal sensors like visible VisNIR diffuse reflec-
tance spectroscopy can be used in advanced 
algorithms like penalized spline regression 
(PSR), partial least squares regression, and 
random forest regression (RF) to predict sev-
eral soil parameters with high accuracy [17]. 
The addition of remote sensing data has 
also been shown to increase model predic-
tion accuracy [18]. Besides, an advanced com-
bined modeling approach (PSR + RF) can be 
used in which PSR is used to fit the training 
set (containing VisNIR spectra only) using full 
cross-validation to choose the tuning param-
eter. Next, RF can be used to fit the residuals 
of the PSR model on the PXRF elemental data. 
The final predicted value represents the com-
bination of PSR and RF predicted values [19].
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Impact of Sample Preparation 
Methods for Characterizing  
the Geochemistry of Soils and 
Sediments by Portable X-Ray 
Fluorescence
 K. Goff, R. J. Schaetzl, S. Chakraborty, et al. 

ABSTRACT 
 We examined the impact of three different sample prepa-
ration methods on bulk soil geochemistry data obtained 
from a portable X-ray fluorescence (pXRF) spectrometer. 
We generated data from a soil core recovered from the 
surface, downward into unaltered loess, and into a bur-
ied soil at a site in eastern Iowa. Samples were scanned (i) 
directly from field-moist soil cores; (ii) after drying, grind-
ing, and being loosely massed in plastic cups; and (iii) as 
pressed powder pellets. Data derived using these meth-
ods were compared with data obtained from a standard 
benchtop X-ray fluorescence (XRF) unit. Generally, the re-
sults indicated that data from pressed powder pellets pro-
vide the best correlation to benchtop XRF data, although 
the results were sometimes element- or compound-specif-
ic. CaO, Fe2O3, and K2O generally provided the strongest 
correlations between pXRF and XRF data; SiO2 data were 
more problematic. Field-moist pXRF scans generally un-
derestimated element concentrations, but the correlations 
between pXRF and benchtop XRF measurements were 
greatly improved after applying pXRF-derived calibration 
standards. In summary, although element/compound 
data provided by pXRF showed significant relationships to 
benchtop XRF data, the results are improved with proper 
sample preparation and usually by calibrating the pXRF 
data against known standards.

02



Page 17 | Part IV advancedopticalmetrology.com

INTRODUCTION

X-ray fluorescence (XRF) spectroscopy is an 
analytical technique used to determine the 
elemental composition of a sample using 
high-energy X-rays. When bombarded with 
X-rays, different elements can be identified 
by the characteristic fluorescent energy they 
emit (X-ray fluorescence). Thus, X-ray fluo-
rescence offers a rapid and cost-efficient way 
to generate multielement analytical data.

Researchers are increasingly using portable 
X-ray fluorescence (pXRF) instruments in the 
field and laboratory [1]. Many studies have 
demonstrated that pXRF measurements cor-
relate well with data obtained using conven-
tional methods, such as benchtop XRF [2]. Por-
table XRF instruments can generate robust, 
accurate, and repeatable data and are applica-
ble to various environmental applications [3]. 

As with any new method, researchers actively 
attempt to determine its overall accuracy and 
main error sources. Unfortunately, no uni-
versally agreed-upon protocol for pXRF sam-
ple preparation exists, specifically for analy-
ses of soils or finely ground geological sam-
ples. Nonetheless, the Soil Survey Staff [4] has 
observed that the results from soil analyses 
are more reproducible if the sample has been 
air dried, homogenized, and finely ground 
(<75 µm). By comparison, the Soil Science Soci-
ety of America method for pXRF analysis of 
soils advocates drying and grinding to pass a 
2 mm sieve [5]. The present study addresses 
this issue by evaluating the effects of different 
sample preparation techniques on pXRF data.

For soil investigations, some studies have 
obtained data by placing the instrument 
directly onto a field-moist core [6]. Moisture in 
the sample attenuates the fluorescence, usually 
leading to underestimation of elemental data 
[7]. However, moisture levels of <20% generally 
cause a minimal error in elemental determina-
tions [8]. For example, Stockmann et al. [6] cal-
culated geochemical weathering indices using 
elemental pXRF data. Although the indices var-
ied greatly between field-moist vs. dried sam-
ples, the depth trends showed similar patterns. 

Although the accuracy of pXRF measure-
ments from field-moist samples continues 
to be explored, most researchers conduct 
their analyses in a laboratory setting. Lab-
oratory preparations typically involve com-
binations of drying, sieving, and grinding 
the samples before pXRF analysis [9]. Other 

researchers physically compact each sam-
ple in a standard-sized container, forming 
a pressed powder pellet, before analysis. 

Few studies have examined the efficacy of var-
ious sample pretreatments on the overall accu-
racy of the data. The objective of this study 
was to examine the effects of three differ-
ent preparation methods on pXRF data from 
three soil samples: (i) field-moist soils, (ii) dried 
and ground powders, and (iii) pressed pellets. 
Data generated using these preparation meth-
ods were compared with traditional bench-
top XRF data to determine the effects of sam-
ple pretreatment on final data accuracy. 

METHODS

Samples from Clear Creek, a tributary of the 
Iowa River in eastern Iowa, were selected 
for the study. The Clear Creek Watershed is 
located within the Southern Iowa Drift Plain 
[10] and represents a hilly, dissected land-
scape underlain by Pre-Illinoian tills, with a 
mantle of loess. At the site, a 7.6 cm dia-
meter core (5.0 m in length) was collected 
from a site on an upper shoulder slope. A 
detailed description of the study area and soil 
is present in the full article of this digest.

Three different pXRF preparation methods 
(field-moist condition, dried and ground to a 
powder, and pressed pellets) were compared 
to evaluate their efficacy for accurately deter-
mining soil/sediment geochemistry and weath-
ering zones for the cores. A benchtop XRF 
unit was used as a comparative standard to 
establish the bulk chemical composition of 
the samples. Samples analyzed on the bench-
top XRF had been initially removed from the 
scraped surfaces of the cores, dried at 50 °C 
(122 °F) for 12 hours, and ground to a fine 
powder. Subsamples of ∼0.2–0.5 g were fur-
ther ground to pass a 75 µm sieve, pressed 
into pellets, and made into homogeneous 
glass disks by fusion of the sample and a lith-
ium tetraborate/lithium metaborate mixture 
[11]. XRF analyses were conducted for seven ele-
ments (Si, Al, Zr, K, Ca, Ti, Fe, and Mn) at SGS 
Canada Inc., in Mississauga, Ontario. Quality 
control was achieved using SiO2 blanks, dupli-
cates, and certified reference materials [11]. 

Portable XRF analyses were performed in Geo-
chem Mode using an Olympus® DELTA™ Pro-
fessional pXRF unit. The unit was operated on 
line at 110 VAC, without special filters, with 
a dwell time of 30 seconds, and under nor-

http://www.advancedopticalmetrology.com
http://www.advancedopticalmetrology.com


Page 18 | Part IV Geoscience 

mal atmospheric conditions. Instrument res-
olution was 150 eV per channel with a pulse 
density of 100,000 cps. Resulting waveforms 
were processed with the proprietary Olym-
pus X-act Count Digital Pulse Processor and 
integrated software [12]. Each time the pXRF 
was initialized, a 316 alloy coin was used 
for factory calibration. Detection limits for 
pXRF analyses vary by element (Table 1).

Initial scanning was completed by placing the 
pXRF device directly on the moist core at ≤10 
cm intervals after any outer sediment mate-
rial had been scraped away and the exterior 
area flattened with a knife. If a horizon break 
occurred, the sample increment was lessened 
so that no sample was taken from different 
horizon types. The remainder of the analyses 
were conducted on dried samples. In the labo-
ratory, ∼100 g samples were ground. Subsam-
ples of ∼20 g were then powdered, placed in 
2.5 cm diameter plastic cups with at least 2 cm 
of material, covered with a 3.0 µm thin mylar 
film, and lightly tamped to achieve a level sur-
face before pXRF analysis. Portable XRF analy-

ses were also conducted on pucks formed by 
compressing the sediment in 0.4 × 3 cm stain-
less steel cups using a stainless steel hydrau-
lic press at 25 tons of pressure per square inch 
(pressed powder pellets). Four replicate scans 
were conducted on each sample for each 
method; all data reported are mean elemen-
tal data. Portable XRF data were converted to 
oxide values using standard conversion fac-
tors for SiO2, Al2O3, K2O, CaO, TiO2, Fe2O3, 
and MnO. Four soil standard reference materi-
als from the National Institute of Standards and 
Technology (NIST; https://www.nist.gov/srm; 
AGV-2, BIR-1, BCR-2, JA-1) were examined to 
develop linear calibration curves for selected 
elements/oxides using the Lucas-Tooth Cali-
bration Method [13]. The average value of each 
standard, based on five analyses, was then 
compared with the known values reported by 
Jochum et al. [14]. An in-house standard of Peo-
ria loess, which was geochemically similar to 
the core materials, was used as a fifth standard. 

RESULTS AND DISCUSSION

Data derived from pXRF and benchtop XRF 
were often quite different; SiO2 and Fe2O3 data 
were especially problematic (Table 2). Using 
three different sample preparation methods 
(moist core, dried and ground powder, and a 
pressed powder pellet), we sought to under-
stand which method yields the most accu-
rate pXRF results relative to data from the 
traditional benchtop XRF instrument. We 
assumed that benchtop XRF data most accu-
rately characterize the overall bulk chemi-
cal composition of the soils. Benchtop XRF 
data may still suffer from overlapping flu-
orescence energies of different elements, 
limiting data interpretability. Furthermore, 
“light” elemental detection remains chal-
lenging given their weak fluorescent ener-
gies and atmospheric attenuation issues. 

To that end, pXRF data from three different 
pretreatments were compared with bench-
top XRF data. Example data from the Old 
Scotch core are shown in Figure 1. Gener-
ally, CaO, TiO2, and MnO data from the pXRF 
correlated best with benchtop XRF data, 
and for these compounds, the correlations 
were strongest when using the pressed pow-
der method. Nonetheless, many of the data 
are element-specific, and thus the optimal 
sample preparation method is not the same 
for the seven elements/compounds. Porta-
ble XRF routinely overestimated the contents 
of Fe2O3 and Al2O3 and generally underesti-

Analyzed element Detection limit

Ti 10 ppm

Si 1.0%

Al 1.0%

Mn 10 ppm

K 50 ppm

Fe 10 ppm

Ca 50 ppm

Table 1: Detection  
limits of the Olympus pXRF 
spectrometer for the seven 
elements reported in this 
study.

pXRF

Compound Benchtop XRF (average of 55 runs)

– wt% –

Al2O3 8.71 8.13

SiO2 70.30 52.24

K2O 1.76 1.40

CaO 3.69 4.04

TiO2 0.66 0.74

Fe2O3 2.96 3.80

MnO 0.07 0.07

Table 2: Elemental contents for an in-house standard of Peoria Loess,  
as determined by benchtop XRF and pXRF.

https://www.nist.gov/srm
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mated those of CaO and K2O (Figure 1). 
Several researchers have reported a ten-
dency of pXRF to overestimate Fe concen-
trations [15], a trend observed in the pres-
ent study on all but the wet core samples 
 (Figure 1). A possible explanation for the lat-
ter is that many closely spaced K- and L-lines 
occur in the low-energy region, causing 
spectral interferences [16]; however, as mois-
ture attenuates fluorescence, that attenua-
tion probably compensated for the overesti-
mation of Fe in the present study. Generally, 
the accuracy of the data increased for most 
elements using the pressed powder pellet 
method. Thus, these data will be used as the 
pXRF component from this point forward.

Correlations of (pressed powder) pXRF vs. 
benchtop XRF data indicate that the high-
est R2 values were obtained for CaO (0.997), 

Fe2O3 (0.983), and K2O (0.981); analyses for 
Al2O3 (0.746), TiO2 (0.666), and SiO2 (0.136) 
yielded lower correlations. Low correlation 
values for SiO2 probably reflect variable atten-
uation of low-frequency X-rays during pXRF 
analysis, whereas the slightly lower correla-
tion values for TiO2 might reflect an uneven 
distribution of Fe-Ti oxides in the samples 
because of their overall lower concentrations.

Linear calibrations were developed for ele-
ments that appeared to vary consistently 
between benchtop XRF and pXRF analyses 
using four NIST standards and the in-house 
Peoria Loess standard (Figure 2). The linear 
regressions were then used to correct (cali-
brate) the pXRF data. Based on the standards 
shown in Figure 2, these calibrations are for 
major oxides: CaO, MnO, MgO, Fe2O3, P2O5, 
K2O, and TiO2. They produced well-correlated 

Figure 1: Depth plots of energy dispersive pXRF and benchtop XRF data for seven different oxides (Old Scotch core). 

http://www.advancedopticalmetrology.com
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calibrations. Except for SiO2, the correlation 
coefficients are >0.7, with most being >0.9.

Table 3 illustrates the improvements in cor-
relation between the uncalibrated vs. cali-
brated pXRF data of the samples. Although 
most of the data were improved using the cal-
ibration functions, data for some elements 
were only slightly improved or even slightly 
worsened. Despite producing substantial 
improvement in R2 values for SiO2 by pXRF 
correction, the concordance between bench-
top XRF and calibrated pXRF SiO2 data was 
still moderate at best (R2 = 0.60).  Figure 3 
shows the changes in the data for four ele-
ments obtained by applying the calibra-
tions in Figure 2 to the raw pXRF data. 

 

Figure 2: Calibrations developed for correcting energy dispersive pXRF data, using data from this study, four NIST standards, and an 
internal Peoria Loess standard. 

Equation R2 Equation R2

Oxide Calibrated pXRF data Raw pXRF data

SiO2 y = 0.60x + 9.64 0.60 y = 0.35x + 31.92 0.13

TiO2 y = 0.97x + 0.02 0.72 y = 1.25x − 0.04 0.66

Al2O3 y = 1.06x + 0.19 0.72 y = 1.37x − 1.40 0.74

MnO y = 0.89x + 0.03 0.90 y = 1.07x − 0.004 0.91

K2O y = 0.94x − 0.47 0.98 y = 1.06x − 0.22 0.98

Fe2O3 y = 1.47x + 0.92 0.98 y = 1.30x − 0.06 0.98

CaO y = 1.28x − 0.47 0.99 y = 0.88x − 0.41 0.99

Table 3: Linear regression equations comparing calibrated and raw pXRF data to 
benchtop XRF data, using data from the Old Scotch core pressed pellet samples.
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Results indicate that the overall accuracy of 
the Olympus® pXRF data is very good but 
somewhat element-dependent. For exam-
ple, the comparatively poor performance of 
some elements may create problems for deter-
mining weathering ratios, many of which 
are dependent on Al or Si oxide contents 
and often use Ti as an indicator of the con-
tents of the slowly weatherable mineral tour-
maline [17]. Likely, the contents of light ele-
ments such as Mg, Al, and Si are more dif-
ficult to determine accurately because the 
emitted X-rays are more easily attenuated 
by the atmosphere. As a result, these ele-
ments have lower R2 values and poorer cal-
ibrations due to the low-energy condition 
and the inability of the current pXRF technol-
ogy to properly correct this issue (Table 3). 

The accuracy of raw pXRF data can be 
improved for most oxides by calibrations. Such 
linear calibrations should ideally have a slope of 
1.0 and an intercept at the origin. The calibra-
tions in this study differ significantly from these 
values, likely reflecting the inaccuracy of the 
internal calibration technique of the Olympus® 
instrument and issues related to X-ray atten-
uation, fluorescence, and interference. Thus, 
many pXRF data may have good correlations 
but are offset by XRF data derived from bench-
top instruments (Figure 1). Improvements 
in these calibrations could be achieved using 
more standards and standards with higher vari-
ability in composition. Particularly concerning 

is that applying calibrations to known stan-
dards did not improve the Si data (Figure 3).

The intensity of characteristic fluorescence 
decreases with increasing soil moisture due to 
strong X-ray absorption by soil water [5]. There-
fore, dried, ground, and sieved soil samples 
should theoretically provide increased homoge-
neity by averaging out the effect of microscale 
inclusions and similar substances, such as Fe/
Mn concretions. However, compression of 
dried/ground powders may also artificially 
inflate pXRF elemental readings by accentuat-
ing the number of atoms per unit area in con-
tact with the X-ray beam. Indeed, the average 
bulk density of the pressed powder pellets was 
significantly higher (2.56 g cm−3) than the aver-
age bulk density of the cores (1.69 g cm−3). 

CONCLUSION

In this study, soil/sediment samples from cores 
taken in loess soils in eastern Iowa were evalu-
ated by pXRF spectrometry using three differ-
ent pretreatments: (i) field-moist soils (no pre-
treatment), (ii) dried/ground powder, and (iii) 
pressed powder pellets. Results from the pXRF 
were compared with benchtop XRF data. Por-
table XRF data from pressed powder pellets 
performed best for certain elements/oxides 
and generally provided the strongest correla-
tions between pXRF and XRF data. Data cor-
relations for some other elements were less 

Figure 3: Depth plots showing agreement between calibrated and raw pXRF vs. benchtop XRF data for Fe2O3, TiO2, 
SiO2, and CaO values for the Old Scotch core.
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robust. Scanning of field-moist samples con-
sistently underestimated the concentrations of 
certain elements/oxides due to fluorescence 
attenuation. Therefore, soil samples should 
be dried, ground, sieved, and, in some cases, 
pressed into dense pellets before pXRF analysis.

Application of calibrations developed from 
standard materials to adjust pXRF data 
resulted in considerable improvements, lead-
ing to data that more closely align with bench-
top XRF data. However, more work is needed 
to simultaneously consider the influence of 
moisture, sample bulk density, pXRF oper-
ational parameterization, and correction of 
reported pXRF data with local calibration sam-
ples. Those limitations notwithstanding, pXRF 
remains a powerful tool for rapid in situ anal-
ysis of soils and ground geologic sediments.
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Semiquantitative Evaluation  
of Secondary Carbonates  
via Portable X-Ray Fluorescence 
Spectrometry
S. Chakraborty, D. C. Weindorf, C. A. Weindorf, et al.

ABSTRACT 
 Secondary CaCO3 is commonly found in soils of arid and 
semiarid regions in variable states of development. His-
torically, a qualitative scale featuring various stages of 
development has been applied when evaluating carbon-
ate-laden soils. By contrast, this study used portable X-ray 
fluorescence (pXRF) spectrometry to determine the Ca 
concentration of 75 soil samples from four US states in 
relation to the developmental stage, as determined inde-
pendently by five pedologists from the USDA–NRCS Soil 
Survey Staff. Although experienced, the evaluators unan-
imously agreed on the carbonate development stage of 
only 22.6% of the samples while evaluating the samples 
ex situ. Portable XRF-determined Ca content generally in-
creased from Development Stage I through VI for intact 
aggregates and ground soil samples. The widest variation 
in Ca content was found in Stage III for both conditions. 
No substantive differences in Ca content were observed 
between Stages V and VI. A strong positive correlation 
was observed between the Ca content of intact aggre-
gates vs. ground soil samples (r = 0.89). Both support 
vector machine classification, and interpretable rules were 
used to classify secondary carbonate development stages 
using total Ca concentrations for intact aggregates and 
ground soil. Using scans of both conditions offers stronger 
predictive ability than either condition independently. Por-
table XRF provides an important analytical tool for field soil 
scientists to evaluate soils containing Ca as part of CaCO3.
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INTRODUCTION

Soils featuring secondary carbonates are com-
mon in semiarid and arid regions. CaCO3 is a 
mineral of limited solubility, often originally 
derived from the mineral calcite or Ca-contain-
ing rocks. As mineral and rock forms of CaCO3 
degrade, they can serve as parent material for 
various soils. For example, Alfisols, Mollisols, 
and Inceptisols of the Southern High Plains of 
Texas are largely eolian in nature, and all con-
tain substantive subsoil secondary CaCO3, orig-
inating from the northern Chihuahuan Des-
ert (via prevailing winds from the south). The 
solubility of CaCO3 is influenced by variable 
CO2 pressure, pH, temperature, and salinity. 
Often in the presence of active acidity inher-

ited from atmospheric sources (e.g., H2CO3) 
or plant respiration, CaCO3 dissolves to free 
Ca2+ and HCO3

− ions that readily translocate 
within the soil as part of the soil solution [1]. As 
water in the soil solution begins to evaporate, 
the solubility product is exceeded, and CaCO3 
begins to precipitate, leading to the develop-
ment of lower portions of the solum as Bk, 
Bkk, Bkkm, Ck, or, more rarely, Ak horizons. 
Collectively, these horizons often constitute 
diagnostically recognized calcic horizons [2].

The Soil Survey Staff commonly uses mor-
phological attributes (e.g., identifiable car-
bonates) and qualitative descriptions of soil 
horizons for establishing the quantity of sec-
ondary carbonates observed either in a fine 
earth or coarse fragment matrix in the field 
(Figure 1) [3]. Similarly, previous studies have 
investigated carbonates in soils, recogniz-
ing and describing up to six carbonate devel-
opment stages [4–6]. Although useful, these 
descriptions lack the objectivity of being 
quantitative measures. In contrast, CaCO3 
can be measured in the laboratory; how-
ever, the two most commonly applied meth-
ods—gasometry and titration—do not lend 
themselves easily to field quantification [7].

Recently, portable X-ray fluorescence (pXRF) 
spectrometry has been shown to be adept 
at elemental quantification in situ. For exam-
ple, using reagent-grade Ca under labora-
tory conditions, Zhu and Weindorf [8] found 
an R2 of 0.986 comparing pXRF-determined 
Ca levels with true Ca contents. The pXRF 
approach has also been successfully applied 
to enhanced pedon horizonation [9], identifi-
cation of lithologic discontinuities [10], assess-
ment of soil cation exchange capacity [11], 
soil pH [12], and salinity of both soil [13] and 
water [14]. The accuracy, speed, nondestruc-
tiveness, and inexpensiveness of pXRF offer 
formidable advantages over traditional lab-
oratory-based analytical approaches [15].

The pXRF approach cannot distinguish between 
the primary (rock/mineral) and secondary (Bk/
Bkk) source of Ca in CaCO3-containing soil 
horizons as it provides only elemental data on 
total Ca concentration. However, the enrich-
ment of a soil horizon with CaCO3 via pedo-
genesis may be assessed rapidly in situ. Such 
assessment is important for identifying diag-
nostic calcic horizons, which are defined by the 
CaCO3 concentration relative to adjacent hori-
zons. We hypothesized that total Ca contents 
in soil aggregates may provide insight into the 
pedogenic development stages of secondary 

Figure 1: Pedogenic carbonate development stages for (A) fine earth matrix and 
(B) coarse fragment matrix [3].
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soil carbonates. Thus, we aimed to explore the 
extent to which pXRF-quantified Ca can explain 
secondary carbonate development stages. 

METHODS

A total of 75 soil samples were collected 
across semiarid and arid regions of New Mex-
ico, Texas, Colorado, and Kansas (Table 1). 
Sampling was done mostly in Bk, Bkk, 
Bkkm, and/or Ck horizons observed as road 
cuts. In some instances, soil pits were exca-
vated to a depth of 1 m and then sam-
pled. Soil sampling was done in accordance 
with [3], whereby subsoil aggregates were 
kept intact and placed in sealed plastic con-
tainers for transport to the laboratory.

LABORATORY ANALYSES

Upon receipt in the laboratory, samples were 
dried as intact aggregates for 5 days at 35 °C 
(95 °F) until air dry as soil moisture attenuates 
fluorescence [9]. With Figure 1 provided as a 
reference, the secondary carbonate develop-
ment stage of all samples was independently 
evaluated ex situ by five members of the 
USDA–NRCS Soil Survey Staff with a combined 
experience of 90 years. The rankings of each 
soil scientist were averaged to generate a mean 
score for each sample (Table 1). For compara-
tive analysis, rounding of the mean score was 
performed to place a given sample into a class. 

Ten selected soil samples were subjected 
to powder X-ray diffraction for miner-
alogical analysis. The 10 samples repre-
sented one sample from each county in 
which sampling occurred, and all six devel-
opmental stages were evaluated. 

PORTABLE X-RAY 
 FLUORESCENCE SCANNING

For pXRF, samples were scanned as intact 
aggregates using an Olympus® DELTA™ Pre-
mium (DP-6000) pXRF spectrometer. The spec-
trometer was positioned in a portable hooded 
test stand. Soil samples were placed on a Pro-
lene thin film and positioned directly on the 
aperture of the pXRF, allowing for scanning of 
intact aggregates with irregular edges without 
exposure to stray X-rays. For samples showing 
considerable heterogeneity in secondary CaCO3 
distribution, the most carbonate-laden accu-
mulation visible in the aggregate was scanned. 
Scanning was conducted in Geochem mode 
(two beams) at 40 seconds per beam, with 
elemental Ca as the target element of inter-
est. After scanning all intact aggregates, sam-
ples were ground and rescanned as powders. 
Instrument performance was verified via the 
scanning of two NIST-certified reference soils.

Support vector machine (SVM) classifica-
tion was implemented for statistical anal-
ysis to classify secondary carbonate devel-
opment stages using total Ca concentra-
tions in intact aggregates (Ca-intact) and 
ground soil (Ca-ground) samples. Radial ker-
nel SVM was used, incorporating Ca-intact, 
Ca-ground, and Ca-intact + Ca-ground as 
explanatory variables. Tenfold cross-valida-
tion was used to select the optimal tuning 
parameters in SVM (cost and kernel width). 

Parameter n

Sampling location

Colorado

Colorado County 2

Kansas

Decatur County 1

Norton County 2

Wallace County 12

New Mexico

Chaves County 4

Lincoln County 16

Texas

Garza County 6

Lubbock County 24

Scurry County 4

Yoakum County 4

Total 75

Developmental stage

1.0–1.4 12

1.5–2.4 12

2.5–3.4 23

3.5–4.4 12

4.5–5.4 10

5.5–6.0 6

Total 75

Table 1: Qualitative assessment of secondary 
CaCO3 development stage and sampling loca-
tion of Bk, Bkk, Bkkm, and Ck horizons.
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The full article of this digest includes a more 
detailed description of the SVM approach.

RESULTS AND DISCUSSION

Qualitative assessment of the secondary car-
bonate development stage showed consider-
able disagreement among the panel of eval-
uators. Unanimous agreement was found on 
only 16 samples (22.6%). Fair agreement was 
defined by one or more panelist(s) placing a 
given sample in adjacent carbonate develop-
ment stages. Poor agreement was defined by 
panelists placing a given sample in three adja-
cent development stages. Fair and poor agree-
ment among panelists was observed for 46 
(61.3%) and 12 (16%) samples, respectively. 

X-ray diffraction generally revealed a larger 
diversity in mineralogy and lower total Ca con-
tent at lower developmental stages. As the 
carbonate development stage increased, the 
mineralogy became increasingly dominated 
by CaCO3 and SiO2. For example, a Stage 
III sample from Lincoln County, New Mex-
ico, featured 42.6% CaCO3 and 33.9% SiO2 
and included smaller quantities of phengite, 
anorthite, birnessite, and vermiculite. By con-
trast, a Stage VI sample from Lubbock County, 
Texas, featured 94.3% CaCO3 and 5.7% 
SiO2; no other minerals were identified. 

Field-intact aggregate scans of soil Ca via pXRF 
showed clear differences between samples 
classified as carbonate development Stages 
I–V, with less difference between Stages V 
and VI (Figure 2). Importantly, pXRF reports 
only total soil Ca content, so it cannot distin-
guish between primary and secondary CaCO3 
or determine the degree of induration. Care-
ful attention must be given to field-intact soil 
aggregates because secondary carbonate pre-
cipitation is often influenced by the wetting 
front, soil structure, and soil porosity [4]. For 
example, it is quite common to find second-
ary carbonates deposited on the face of struc-
tural aggregates while the matrix remains 
carbonate-free [16]. Thus, scanning the car-
bonate-laded prism face may cause an over-
estimation of the carbonate development 
stage relative to the overall soil volume. How-
ever, scanning soils both as intact aggregates 
and <2-mm powders provides an import-
ant differential measure that can be used 
for carbonate stage assessment (Table 2). 

Pearson correlation testing exhibited a high 
positive correlation between Ca-intact and 

Figure 2: Median, quartiles, maximum, and minimum values of pXRF-Ca for  
Ca-intact (above) and Ca-ground (below) soils grouped by the visually determined 
developmental stages of carbonate-laden soils from Texas, New Mexico, Kansas, 
and Colorado.

Stage Rule

I {Ca.Intact − Ca.Ground > 0} AND {Ca.Intact + Ca.Ground < 20}

II {Ca.Intact − Ca.Ground > 0} AND {20 < Ca.Intact + Ca.Ground < 40}

III Variable

IV {Ca.Intact − Ca.Ground < 0} AND {40 < Ca.Intact + Ca.Ground}

V {Ca.Intact − Ca.Ground > 0} AND {55 < Ca.Intact + Ca.Ground}

VI {60 < Ca.Intact + Ca.Ground}

Table 2: Rules for identifying six secondary carbonate development stages for car-
bonate-laden soils. 
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Ca-ground (r = 0.89, Figure 3). Moreover, 
 Figure 4 shows the basis for some interpre-
table rules (Table 2) that were devised for 
explaining different secondary carbonate devel-
opment stages using Ca-intact and Ca-ground 
values. A box was used to identify each stage 
in the scatterplot. This was motivated by the 
fact that each box can be expressed by "IF 
AND THEN" language, with intervals on each 
variable. For example, Stage I's box can be 
expressed as IF (Ca-intact − Ca-ground is >0) 
AND (Ca-intact + Ca-ground is <20), THEN the 
sample is most likely to be Stage I (Figure 4 
and Table 2). Stage I was the easiest to iden-
tify, whereas Stage III was the most variable; 
these results are consistent with the  variability 

observed in Ca content (Figure 2). Conversely, 
Stages IV–VI appeared very close  (Figures 2 
and 4). Notably, although Stages IV and V were 
very close to each other, Stage IV was above 
the y = x line (Figure 3), indicating Ca-ground 
> Ca-intact, whereas the opposite trend was 
observed in Stage V. These trends indicate 
the benefit of using both pXRF-sensed vari-
ables in classifying carbonate developmental 
stages. The results further indicate that pXRF 
scanning can be used to identify several car-
bonate developmental stages. Based on our 
results and the original concepts [3], revision 
to the carbonate development stages may 
be warranted. For example, Stages V and VI 
may be combined into a single developmen-
tal stage because their Ca content and mor-
phological features were generally similar.

Using Ca-intact + Ca-ground, SVM achieved 
the lowest 10-fold cross-validation error 
(0.491). Conversely, while using Ca-intact and 
Ca-ground independently, SVM achieved 0.521 
and 0.527 cross-validation errors, respectively. 
Hence, using two variables together provides 
better results than either variable alone. Nota-
bly, 83.3% (n = 10), 83.3% (n = 10), 91.03% 
(n = 21), 91.66% (n = 11), 60% (n = 6), and 
33.33% (n = 2) of the samples were correctly 
classified for Stages I, II, III, IV, V, and VI, respec-
tively. Figure 5 shows the resultant nonlinear 
SVM classification plot. The region outside the 
data range is the extrapolation area, which is 
useless and artificial (e.g., yellow region in the 
top left corner). The plot indicates that Stage III 
(yellow region) had the largest area within the 
data range, indicating the largest variation for 
Ca-intact and Ca-ground. Further, the Stage I 
region (dark green) was mainly located at the 
lower-left corner, indicating that Stage I sam-
ples had the smallest Ca-intact and Ca-ground 
values. The Stage II region (green) is next to 
Stage I, confirming that samples from both 
groups were relatively close together. The 
Stage VI region (white) implies that Stage VI 
samples had the largest value in both vari-
ables. The narrow nature of the diagonal Stage 
V region can be attributed to the two samples 
from Stage V, which were close to the diago-
nal area (red circle in Figure 4). Further, Stages 
IV, V, and VI were relatively close to each other, 
exhibiting larger Ca-intact and Ca-ground val-
ues than Stages I and II (Figures 2 and 4). 
However, Stage IV and V were separated by the 
diagonal lines, implying that Stage IV samples 
had larger Ca-ground values than Ca-intact, 
whereas Stage V samples showed the oppo-
site trend. Therefore, it can be concluded that 
Stages I and II were relatively easy to identify.

Figure 3: Scatterplot exhibit-
ing correlation between 
Ca-intact and Ca-ground for 
carbonate-laden soils.

Figure 4: Scatterplot used 
for establishing the rules for 
explaining different second-
ary carbonate development 
stages for carbonate-laden 
soils.
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CONCLUSION

In summary, 75 carbonate-laden soils were 
subjected to pXRF scanning to provide semi-
quantitative information on the carbonate 
development stage. The results indicate that 
Ca concentration increases steadily with the 
carbonate development stage. This was true 
for both intact aggregates and ground pow-
der samples. Stage III carbonate development 
demonstrated the widest variability in Ca con-
tent. Intact aggregates showed almost no dif-
ference in Ca content between Stages V and 
VI. SVM analysis realistically classified carbon-
ate development stages using total Ca concen-
trations in intact aggregates and ground soil 
samples. Portable XRF was generally shown to 
be a useful tool in establishing the develop-
mental stage of secondary carbonates in soils.
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Using EMI and P-XRF to  
Characterize the Magnetic 
Properties and the Concentra-
tion of Metals in Soils Formed 
over Different Lithologies
S. Doolittle, J. Chibirka, E. Muñiz, et al.

ABSTRACT 
 Two sites located in the Northern Piedmont of Pennsylva-
nia suspected to have different levels of magnetic suscep-
tibility (k) were examined using electromagnetic induction 
(EMI) and portable X-ray fluorescence (pXRF). One site is 
underlain by micaceous schist and serpentinite; the other 
site by micaceous schist only. The responses of an EM38-
MK2-1 meter and the estimated k were greater and more 
variable at the site underlain by serpentinite and micace-
ous schist. Also, the average concentrations of Fe, Cr, Ni, 
and Ti were significantly higher at this site, and significant 
correlations were derived between the concentrations of 
several metals and the in-phase response and k of the up-
per 30 cm of the soil. These correlations were generally 
lower and less significant at the site underlain by micace-
ous schist alone. As k is associated with greater amounts 
of ferromagnetic constituents in soils, the greater concen-
tration of Fe measured with pXRF at the site underlain by 
micaceous schist and serpentinite helps explain the greater 
averaged and more variable EMI responses measured with 
the EM38-MK2-1 meter at this site. The contrast in the 
EMI and pXRF data between these two sites was associ-
ated with differences in the mineralogy and lithologies of 
serpentinite- and nonserpentinite-derived soils.
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INTRODUCTION

Little is known about the magnetic properties 
of soils and their spatial variability, but they 
are largely determined by the presence of iron 
oxides in different forms and concentrations 
[1]. The magnetic susceptibility (k) indicates 
the presence of iron-bearing minerals in soils 
and rocks. As k describes a material's ability to 
become magnetized, it is roughly proportional 
to the concentration of ferromagnetic minerals. 
However, the in-phase (IP) response of electro-
magnetic induction (EMI) sensors is also used 
to measure the magnetic properties of soils [2].  

EMI surveys traditionally focus on the electri-
cal properties of soils, neglecting the magnetic 
ones. In general, k of most soils is low and 
has negligible effects on electromagnetic field 
strengths; however, in magnetic soils, the pres-
ence of ferromagnetic minerals interferes with 
the efficiency of magnetic and electromagnetic 
sensors in detecting buried metallic objects [1].

The interpretation of k and IP data obtained 
from EMI sensors remains challenging due 
to various technical and environmental lim-
itations, especially EMI sensor drift [3], arbi-
trary "zero level" [4], limited exploration 
depths [5], and changes in the sign (±) of the 
response at certain depths and in relation 
to the target position [6]. Regarding the lat-
ter, for EMI sensors operating in the verti-
cal dipole orientation (VDO), the IP response 
experiences a sign change with depth [2]. 
For example, for the EM38 meter oper-
ating in the VDO, the response is posi-
tive for the upper 60 cm of the soil pro-
file and weakly negative below 60 cm [2]. 

In the Piedmont of southeastern Pennsylva-
nia and northeastern Maryland, areas of meta-
morphosed ultramafic rocks, which include 
serpentinite, occur along the state line [7]. Ser-
pentinite is a Fe- and Mg-rich, subsiliceous 
rock formed principally through the metamor-
phic alteration of dunite, peridotite, or pyrox-
enite [8]. Soils formed over serpentinite have 
high Mg and low Ca levels, are low in essen-
tial nutrients, and have high concentrations 
of heavy metals [9]. During an EMI soil inves-
tigation conducted on a serpentine barren 
in southeast Pennsylvania, considerable vari-
ations in the IP and quadrature-phase (QP) 
responses were recorded. The cause of these 
unexpected results was attributed to the k of 
the soils formed over ultramafic rocks. As a 
result of these observations, a study was ini-
tiated to better understand the EMI response 

on soils formed over different lithologies in the 
northern Piedmont of southeastern Pennsyl-
vania and determine whether the concentra-
tions of different metals in these soils could be 
linked to the response of an EMI meter and k.

METHODS

Two study sites, Nottingham Park (39.7375° 
N, 76.0326° W)  and Cochranville (39.8735° 
N, 75.9315° W), were selected for this study. 
These sites are located about 12 miles apart 
in southwestern Chester County, Pennsyl-
vania. The soils on these two sites formed 
over different lithologies. The Nottingham 
Park site consists of two portions (Glenelg 
and Chrome soils) and is located over ultra-
mafic rocks and schist. The Cochranville 
site consists mainly of Glenelg soil is situ-
ated over schist. The full article of this digest 
includes a detailed description of both sites.  

Pedestrian surveys were completed across each 
site with the EM38-MK2-1 meter (Geonics 
Limited) operated in the VDO and a continu-
ous recording mode with measurements col-
lected at a rate of 1 s-1. The meter's long axis 
was orientated parallel to the traverse direc-
tion and held about 5 cm above the ground 
surface. Walking in a back and forth manner 
across each site along essentially parallel tra-
verse lines, a total of 4465 and 4874 appar-
ent electrical conductivity (ECa) and IP mea-
surements were recorded with the EM38-MK2 
meter at the Nottingham Park and Cochran-
ville sites, respectively. The Geonics DAS70 
Data Acquisition System was used with the 
EM38-MK2-1 meter to record and store 
both EMI and GPS data. At the time of the 
EMI surveys, soils were moist throughout.

At each study site, a minimum number of soil 
sampling points were selected by submitting 
the IP EMI data to the Response Surface Sam-
pling Design (RSSD) program of the ESAP (ECe 
Sampling, Assessment, and Prediction) soft-
ware. RSSD was used to statistically select a 
small number of sample locations based on 
the observed magnitudes and spatial distribu-
tion of the IP EMI data; 12 and 7 optimal sam-
pling points were identified at the Notting-
ham Park and Cochranville sites, respectively.

Two additional measurements were made 
at each of the optimal sampling points with 
the EM38-MK2–1 at different heights (0 and 
150 cm). Using these data, k of the soil was 
estimated following the procedures of  Geonics 
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Limited [5]. Small grab samples were collected 
from the 0 to 30 cm and 30 to 60 cm depth 
intervals at each sampling point. The sam-
ples were dried and analyzed in sampling 
bags positioned at a constant distance from 
the portable X-ray fluorescence (pXRF) spec-
trometer mounted on a portable worksta-
tion (Figure 1). A DELTA™ Standard pXRF 
spectrometer (Olympus®) was used to deter-
mine the concentrations of 15 metals (K, Ca, 
Ti, Cr, Mn, Fe, Co, Cu, Zn, As, Rb, Sr, Zn, Ba, 
and Pb) in the samples from each site. The 
spectrometer was calibrated, and each sam-
ple was scanned for 60 seconds. For each 
sample, scans were repeated three times, 
and an average value was calculated. 

RESULTS AND DISCUSSION

Electromagnetic Induction

A statistical summary of the EMI data col-
lected at the Nottingham Park site is shown 
in Table 1. The ECa averaged 14.3 mS m-1, 
ranging from 2.6 to 31.3 mS m-1. The com-
paratively low averaged ECa was assumed to 
reflect the effects of soil weathering and the 
relatively shallow depths to bedrock. The IP 
data averaged 1.8 ppt, with an exceptionally 
large range of -172 to 359 ppt. The k aver-
aged 9077 × 10-6, ranging from -2850 to 
44802 × 10-6. The unusually large ranges in 
the IP response and k were attributed to the 
presence of iron-bearing minerals in soils and 
rocks. Similar variations have been observed in 
urban areas (e.g., anthropogenic soils) where 
the induced electric currents are significantly 
affected by the presence of metallic artifacts 
(e.g., pipes). No evidence was found of for-
mer structures, mining activities, or cultural 
deposits within the Nottingham Park site. 

Figure 2 shows the spatial distributions of 
the ECa and IP data collected at the Notting-
ham Park site. In each plot, segmented linea-
tions with more extreme and anomalous val-
ues can be identified. These lineations suggest 
layers of contrasting lithology and mineralogy.

In the IP data plot (Figure 2), the higher ampli-
tude (±) anomalies indicate "stronger" source 
objects. A "stronger" source object may be 
more conductive or magnetic, larger, and/or 
located closer to the surface. The amplitudes 
of the anomalies also depend on the source 
objects' orientation in the earth's magnetic 
field. This is especially true for elongate bod-
ies such as veins of highly magnetic materials.

Table 2 lists the basic statistics for the EMI data 
collected at the Cochranville site. ECa aver-
aged 10.3 mS/m-1, ranging from -0.1 to 15.5 
mS m-1. The IP data averaged -24.8 ppt, rang-
ing from -48.0 to 10.1 ppt, and k averaged 
1897 × 10-6, ranging from 798 to 5016 × 10-6. 
ECa/IP measurements and k estimates were 
noticeably lower in magnitude and less vari-
able at the Cochranville site than at the Not-
tingham Park site. The contrast in the EMI 
data between these two sites indicates dif-
ferences in mineralogy and lithologies.

Figure 3 shows the spatial distributions of 
ECa and IP data at the Cochranville site. Spa-
tial patterns are nondescript except for a 
noticeable cluster of anomalous values in 

Figure 1: Scanning a sample for elemental characterization with  
a pXRF spectrometer operated in benchtop mode.

ECa IP k

mS m–1 ppt 10–6 x SI

Min. 2.58 –171.64 –2850

25%-tile 10.86 –30.00 869

75%-tile 17.07 17.03 9562

Max. 31.29 358.52 44802

Mean 14.26 1.81 9077

SD  4.77 55.42 13748

Table 1: Basic statistics for the EMI data collected at the  
Nottingham Park site.
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the extreme north-central portion of the 
site in the IP data plot. A small outcrop-
ping of the Peters Creek schist was evident 
in the vicinity of this anomalous pattern, 
and the area was associated with shallower 
depths to rock and contrasts in mineralogy.

X-Ray Fluorescence
At both sites, the concentrations of differ-
ent metals varied over several orders of mag-
nitude. Spatial and depth variability in these 

concentrations was evident at each site. 
Noticeable differences in the concentrations 
of each metal were also evident between 
the sites. The full article of this digest con-
tains tables with the concentration of every 
measured element in the samples col-
lected at both sites and depth intervals.
At both sites and depth intervals, Fe was the 
most abundant element. The average con-
centration of Fe increased with increasing 
soil depth. However, the average concentra-

Figure 2: Plots of the Notting-
ham Park site showing spatial 
variations in ECa (QP compo-
nent) and susceptibility (IP 
component). The soil line was 
imported from the Web Soil 
Survey. Numbers and point 
symbols on the IP plot label 
the locations of the twelve op-
timal sample points.

Figure 3: Plots of the 
Cochran ville site showing spa-
tial variations in ECa (QP com-
ponent) and susceptibility (IP 
component). The soil line was 
imported from the Web Soil 
Survey. Numbers and point 
symbols on the IP plot label 
the locations of the seven op-
timal sample points.
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tion of Fe for the 0- to 60-cm depth interval 
was about 152% higher at the Nottingham 
Park site than at the Cochranville site. At both 
sites, the concentration of Ca decreased with 
increasing soil depth. At the Nottingham Park 
site, the mapped Chrome soil is known for its 
low Ca/Mg ratios [10]. However, the average 
concentration of Ca for the 0- to 60-cm depth 
interval was about 188% higher at the Not-
tingham Park site than at the Cochranville site.

The Chrome soil, which forms over ser-
pentinite, typically has high Ni and Cr con-
centrations [9,10]. The average concentra-
tion of Cr for the 0- to 60-cm depth interval 
was about 11 times higher at the Notting-
ham Park site than at the Cochranville site. 
Although less abundant, the average con-
centration of Ni was markedly higher at the 
Nottingham Park site than at the Cochran-
ville site (960 and <20 mg kg-1, respectively).

Correlation between EMI and P-XRF Data
Because of the small number of soil sam-
ples obtained from each site, nonparamet-
ric statistics were used to access the relation-
ship between EMI and pXRF data. Table 3 
summarizes the correlations between 
EMI and pXRF data for both depth inter-
vals at the Nottingham Park site (only the 
eight most abundant metals are listed).

For the quadrature response (ECa), correlations 
were mostly nonsignificant. However, a mod-
erate and significant (P = 0.05) correlation was 
measured between ECa and Mn. For the 30 to 
60 cm depth interval, correlations between the 
different metals and ECa were generally higher. 
Significant correlations were observed between 
ECa and Cr, Mn, Fe, Co, and Ni. When oper-
ated in the VDO, the EM38-MK2-1 meter is rel-
atively insensitive to materials at the surface, 
and its maximum sensitivity is at a depth of 

ECa IP k

mS m–1 ppt 10–6 x SI

Min. –0.12 –47.97 798

25%-tile 9.41 –28.05 1112

75%-tile 11.29 –22.58 2052

Max. 15.51 10.08  5016

Mean 10.31 –24.76 1897

SD 1.67 4.95 1490

Table 2: Basic statistics for the EMI data collected at  
the Cochranville site.

IP k K Ca Ti Cr Mn Fe Co Ni

0–30 cm

ECa –0.139 –0.444 –0.140 –0.133 0.007 0.402 –0.699* –0.255 –0.280 –0.039

IP 0.661* –0.629* 0.496 –0.643* 0.608 0.853*** 0.867*** 0.881*** 0.874

k – 0.857** –0.789 0.399 0.602 0.525 0.561 0.566

30–60 cm

ECa 0.043 –0.354 –0.616 0.270 –0.470 0.639* 0.739** 0.684* 0.693* 0.711*

IP 0.625* –0.546 0.325 –0.764* 0.427 0.491 0.418 0.382 0.654*

k –0.148 0.325 –0.170 0.143 0.070 –0.084 –0.011 0.220

Table 3: Spearman's rank correlation coefficients 
for different EMI responses and element concen-
trations within the Nottingham Park site.

*, **, *** indicates significance at the P = 0.055, 0.01, and 0.001 levels, respectively.
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about 40 cm. This depth–sensitivity may par-
tially explain the higher correlation between 
ECa and the metals in the 30 to 60 cm depth 
interval. At the Nottingham Park site, for the 
0 to 30 cm depth interval, strong and signifi-
cant (P = 0.001) correlations can be observed 
between the IP response and the Mn, Fe, and 
Co contents. For the 30 to 60 cm depth inter-
val, less significant and mostly lower correla-
tions were obtained between the IP response 
and the concentration of various metals. The 
relative abundance of Fe in the Chrome and 
Glenelg soils and the relatively high correla-
tion between IP response and this metal sup-
port the premise that the soils and underlying 
ultramafic rocks contain significant amounts 
of ferromagnetic and/or paramagnetic miner-
als that affect the response of EMI sensors.

For the samples obtained from the upper 
30 cm at the Nottingham Park site, significant 
(P = 0.01) correlations exist between k and the 
concentration of Ca. Nonsignificant correla-
tions were obtained between k and the con-
centrations of the other metals. For samples 
collected from the 30 to 60 cm depth interval, 
correlations between k and the concentrations 
of the measured metals were nonsignificant.

Table 4 lists the correlations between EMI 
and pXRF data at the Cochranville site. For 
the 0 to 30 cm depth interval, strong, neg-
ative, and significant (P = 0.01) correlations 
were obtained between ECa and the Mn and 
Fe contents; however, this relationship cannot 
be explained at this time. For the 30 to 60 cm 
depth interval, correlations were mostly non-

significant between ECa and the eight most 
abundant metals at the Cochranville site.

For both depth intervals, a significant correla-
tion (P = 0.05) was obtained only between the 
IP response and Mn content. Compared with 
those at the Nottingham Park site, correla-
tions were lower and nonsignificant between 
the IP response and Fe. Factors responsi-
ble for the lower and nonsignificant cor-
relations may include lower Fe concentra-
tions in the samples, effects of other physical 
parameters, and human-controlled variables 
related to differences in land management on 
the EMI response at the Cochranville site.

At the Cochranville site, significant correla-
tions were obtained between k and the con-
centrations of Mn and K/Mn in the 0 to 30 cm 
and 30 to 60 cm depth intervals, respectively. 

CONCLUSION

This study determined and associated the con-
centrations of different metals in soils formed 
over different lithologies in the Northern Pied-
mont of southeastern Pennsylvania with the 
responses of an EMI meter. The IP and QP 
responses of an EM38- MK2-1 meter and 
the estimated k were greater and more vari-
able at the site underlain by micaceous schist 
and serpentinite than those at the site under-
lain by micaceous schist alone. The contrast in 
the EMI response and k between the two sites 
was associated with mineralogy and lithol-
ogy differences. Spatial and depth variabilities 
in metal concentrations were evident at each 

IP k K Ca Ti Mn Fe Co Zr Ba

0–30 cm

ECa –0.509 –0.705 –0.547 –0.278 –0.402 –0.848* –0.759* –0.277 0.723 –0.045

IP 0.911 0.446 0.643 0.357 0.821* 0.482 0.232 –0.393 0.250

k 0.536 0.571 0.464 0.857* 0.571 0.214 –0.714 0.107

30–60 cm

ECa –0.714 –0.589 –0.750 0.321 –0.107 –0.750 –0.536 –0.027 0.464 –0.598

IP 0.911 0.750 –0.143 0.000 0.786* 0.607 –0.027 –0.357 0.402

k 0.875** 0.071 0.375 0.821* 0.679 0.179 –0.571 0.232

Table 4: Spearman's rank correlation coefficients 
for different EMI responses and element concen-
trations within the Cochranville site.

*, ** indicates significance at the P = 0.055, and 0.01 levels, respectively.
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site. Noticeable differences in the concentra-
tions of each metal were also evident between 
the sites. Fe was the most abundant metal 
at both sites. However, the average concen-
tration of Fe for the 0 to 60 cm depth inter-
val was about 152% higher at the site under-
lain by micaceous schist and serpentinite than 
that at the site underlain by micaceous schists 
alone. At the first-mentioned site, for the 0 
to 30 cm depth interval, strong and signifi-
cant correlations were observed between the 
concentration of several metals and the IP 
response and k. These correlations were lower 
and mostly nonsignificant at the site under-
lain by micaceous schists only. For both sites, 
the correlations between the various met-
als and ECa were mostly nonsignificant. The 
contrast in the EMI and pXRF data between 
these two sites was largely associated with dif-
ferences in k, mineralogy, and lithologies.
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XRF and XRD Instruments  
for Geoscience

 Both X-ray fluorescence (XRF) and X-ray diffraction (XRD) 
are frequently used analysis techniques for the analysis 
of rock, sediment, and other earth material samples. 
Geoscientists in the field use portable equipment to get 
real-time material chemistry (XRF) and mineralogy (XRD) of 
geo-logical samples as well as microscopes for traditional 
optical mineralogy and petrology. You can learn more 
about the functional principles of these instruments in the 
introduction on page 3.

 XRF is a powerful, nondestructive technique for measuring 
elemental composition from magnesium (Mg) to uranium 
(U), from parts per million to 100%. Compact and 
portable XRF machines offer accurate, rapid elemental 
analysis on the go, making them an essential piece of 
equipment for anyone looking for laboratoryquality 
results. Prescreening using XRF enables priority sample 
selection for laboratory analysis, maximizing analytical 
budgets.

 Whereas XRF instruments are used for the quantification 
of a specific element, XRD analyzers can identify and 
quantify crystalline compounds or phases in a sample. 
Portable XRD instru-ments allow the identification of all 
mineral phases in the field in realtime. Both complimentary 
methods together allow the coverage of large areas very 
quickly and enable users to make decisions in the field.  
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 Five XRF Accessories for Mining and Geochemical  
Analysis Field Kit  Handheld XRF analyzers can 
provide immediate, onsite elemental measurements 
for a range of mining and geochemical analysis 
applications, including mineral exploration, ore 
grade control, and environmental monitoring.

5. VANTA TRANSPORT CASE

All Vanta handheld XRF analyzers come with a rugged, hard-shell transport  
case that can endure tough mining and field conditions. But if you ever need  
a replacement, just head to our web-store to order a new case.

1. VANTA WORK STATION

The Vanta Work Station is a fully interlocked system that enables you  
to set up your handheld XRF analyzer on a benchtop or as a portable field 
laboratory. Simply power on the system, click the analyzer into place, close  
the lid, and start the test through a wireless connection or USB. While the  
test runs, you can perform other tasks and stay productive.

2. VANTA SOIL FOOT

Another helpful tool for hands-free analysis is the Vanta Soil Foot, which 
provides a stable three-point support for your XRF analyzer. This compact,    
cost-effective accessory is useful for the longer test times required in some 
mining and geochemical analysis applications.

3. VANTA FIELD STAND

If you need to test small items such  
as samples in cups or bags, then look no further than the Vanta Field Stand.  
The lightweight, portable test stand and shielded sample chamber are easy  
to set up, use, and pack away in just a few steps.

4. VANTA HOLSTER

Keep your XRF analyzer securely by your side and ready when you need  
it with the Vanta Holster.

You can find all mining and geology solutions of Olympus at  
https://www.olympus-ims.com/en/solutions/mining-geology
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Geoscience: The Natural  
Sciences of the Earth

 Geoscience includes all the natural sciences related to the 
structure, morphology, evolution, and dynamics of the 
Earth. Among them, geology deals with the origin, for-
mation, and evolution of Earth, including its component 
materials and their structure. For geologists, grains and 
sediment are important since their study and analysis rep-
resent a powerful tool in classifying rocks or for describing 
a site’s geomorphic setting. Characterizing the physical 
properties of grains, for example, is critical to determine 
the suitability of sediment for various uses or in the study 
of its geologic history. The main physical properties of 
grains are their size and size distribution, color, shape, and 
composition. 

A basic tool for geoscientists is the optical 
microscope, which enables the magnifica-
tion of sample images for analysis and care-
ful inspection. The Olympus DSX1000 digi-
tal microscope is ideal for this application due 
to its large collection of easily interchange-
able lenses, six observation methods avail-
able at the push of a button, fast macro to 
micro viewing, and accurate measurements 
thanks to a telecentric optical system.

Geoscientists study many types of sediments, 
including grains in a wide range of sizes and 
shapes. For example, gravel-sized particles have 
a nominal diameter of 2 mm, sand-sized parti-
cles have diameters ranging from ca. 2 mm to 
62.5 µm, and clay is composed of particles hav-
ing diameters less than 2 µm.[1] On the other 
hand, sands, for example, are usually com-
posed of grains/units having different sizes and 
shapes, as shown in Figure 1. The wide range 
of sizes necessitates working with several mag-
nifications and objectives with a range of work-
ing distances. Smaller samples require higher 
magnifications and objectives with shorter 

working distances. With conventional digi-
tal microscopes, this can be challenging since 
the objective can crash into the sample, poten-
tially damaging it. This problem is solved with 
the DSX1000 digital microscope since its long 
working distance objectives enable the obser-
vation of uneven samples. These objectives are 
convenient for 3D samples since they combine 
the resolution of standard objectives with very 
long working distances, keeping the grains far 
from the optic to reduce the risk of damage.

Two important physical parameters of geolog-
ical samples are their color and texture since 
they can be critical in the identification of the 
different minerals that compose the sample. 
Darkfield microscopy is the preferred method 
for imaging natural colors. On the other hand, 
accurate identification of texture requires a 
detailed observation of surface details, which 
necessitates illuminating the sample from 
above. The DSX1000 digital microscope can 
simultaneously work in brightfield and dark-
field illumination methods from different direc-
tions. This feature, called MIX illumination, 
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makes the DSX1000 digital microscope ideal 
for the observation of geological samples.

Another important advantage the micro-
scope offers to geoscience is its ability to 
acquire Z-stacks (focus stacking), which is a 
technique to combine images taken at dif-
ferent focus distances. The result is an image 
with a greater depth of field than any of the 
individual images. This is of particular inter-
est for samples that have rough surfaces or 
with marked reliefs, like rocks or sediments.  

For geoscientists, the DSX1000 digital micro-
scope is a powerful tool for inspection geo-
logical sample. It combines low-magnifica-
tion and high-magnification systems, offer-
ing a wide-magnification range in a single 
easy-to-use instrument. Moreover, the micro-
scope possesses high-resolution, long work-
ing distance objectives that facilitate the 
capture of high-resolution, high-magnifica-
tion images, enabling the inspection of fine 
details in the geological samples. In addition, 
the long working distance objectives pro-
vide ample space between the lens and sam-
ple to make observations without risking the 
optics. And with six observation methods 
available at all magnifications by simply push-
ing a button, the DSX1000 digital microscope 
offers geoscientists tremendous flexibility.
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Saint Vincent Paradise Beach, Caribbean Sea, Saint Vincent
Mineral sand with volcanic minerals
Field of view: 2.5 mm

What you can also find in this eBook
Another recent research article on the application of portable X-Ray 
fluorescence spectroscopy for soil analysis. Learn more about how this 
method was used to scan soils of three agricultural fields in New Mexico 
after the Gold King Mine spill on page 49 of this eBook.
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The Unseen Beauty  
of Sand Under a Digital 
 Microscope

05

Annegret Janovsky is a senior specialist for industrial micros-
copy at Olympus who uses her imaging expertise for a unique 
hobby: microscopic sand photography. In her spare time, she 
collects sands from beaches around the world to produce 
beautiful, detailed images of their grains using our DSX1000 
digital microscope. 

In the following pages of this  eBook, you will find eleven 
 selected images from the more than three hundred that the 
cristallographer and her friends and family have collected over 
the years; we talked to Annegret about her favorite ones.
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Was there any particular time you 
got interested in looking at sand?

Annegret: In 2015, I remembered sand I 
saw 25 years ago on my first travel with my 
future husband. And there was such a lovely 
lake in Scotland, it was called Loch Achilty. 
But back then we did not know the name 
of that lake. And at its bank, we found a 
sand I had never seen before. It was so crazy 
because it was not such a bright sand such 
as from the Mediterranean Sea or the Bal-
tic Sea. Also, it was violet. I was so fasci-
nated by this sand, but in those days, I never 
thought about collecting it or imaging it. 

Later, when we got the first digital microscopes 
at Olympus, I was looking for good samples to 
see the quality of the images. I remembered 
this sand, but it took a while before I was able 
to collect any. We had to go back to Scotland 
to look for this lake. But there was no help on 
the Internet; nobody knew anything about this 
lake with violet sand. However, after two days, 
we were lucky and found this special sand 
again. And yes, after collecting a small amount 
of violet sand, I was interested in its compo-
sition, so I had a look using a DSX1000 digi-
tal microscope, and it was very interesting. 

This was the beginning of 
my sand collection.

That is a nice way of getting into a 
new field of imaging and a new hobby 
at the same time. Since then, have you 
been collecting different types of sand 
on different holidays and travels?

Annegret: Yes, of course. But my col-
leagues, family, and friends all know of my 
hobby, so they collect sand for me when they 
travel. Currently, I have a collection of over 
300 sands. Sometimes they are very simi-
lar to other sands I already have, but most 
of the sands are very interesting. Within 
almost every new sand is a new world.

The images in this eBook are only a 
sample of everything you have. Can 
you tell us more about the image 
of the violet sand on page 6?

Annegret: Yes, this is my very first sand, the 
one I mentioned before from Loch Achilty. 
On the large image at the bottom, you can 
see a macro photo of the lake. This is a pure 
mineral sand. It is violet, and, of course, has 
bright or natural colored grains. But there 
is also a range of dark grains included.

X-ray diffractometry analysis performed by 
one of my Olympus colleagues using our 
TERRA™ pXRD instrument have shown 
that the purple sand grains are garnets.

Loch Achilty, Scotland, UK
Mineral sand
Field of view: 3.2 mm
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The next image on page 7 is very 
interesting. What is the secret 
behind the shape of this sand?

Annegret: My two most important sands are 
the purple one we just discussed, as it was my 
first sand, and this sand, which is from Take-
tomi, a Japanese island in the East China Sea. 
It is so impressive—can you see the stars? This 
is organic sand, and it is composed of the 
shells of foraminifera—microscopic organisms 
that form hard shells of various shapes. These 
grains are particularly amazing as the whole 
shell is formed by a single-celled organism.

This is fascinating. How 
big are these grains? 

Annegret: The foraminifera are relatively large 
at 2–3 mm each, so this image was taken using 
a 3x XLOB objective from Olympus. These objec-
tives are useful for 3D samples because they com-
bine the resolution of standard material objec-
tives with very long working distances, reduc-
ing the risk of sand grains hitting the optics!

Star Sand, Taketomi Island, East China Sea, Japan
Biogenic sand made of forams

Field of view: 14 mm
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Toronto Islands,  
Lake Ontario, Canada
Heavy mineral sand with pink 
and red garnets, black magnetite
Field of view: 2 mm

The next image that is really 
 impressive is the one on page 8. 
What is the story behind that one?

Annegret: This is a sand that was col-
lected by my daughter. It is from Lake Ontario 
near Toronto, Canada. In the large image 
you can see the photo of the beach with 
this reddish and black material. The red-
dish grains are garnets and the black ones 
are magnetite. It is a typical heavy min-
eral sand. Due to their weight, heavy min-
erals like garnet or magnetite can be accu-
mulated on beaches, with lighter minerals 
being carried away by wind or by water. 

This sand was imaged using a 10x XLOB objec-
tive. As with the first image, these grains are 
small and have interesting colors. From my 
experience of imaging different materials, I 
knew that darkfield microscopy is best for 
imaging natural colors. It is also useful to have 
a light source above the sample to capture sur-
face details. The DSX1000 allows simultane-
ous brightfield and darkfield illumination from 
different directions, which is ideal for these 
types of samples. In fact, all of the images fea-
tured here were taken using MIX illumination.
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Another fascinating image is 
the one shown on page 9. Where 
did you find this sand?

Annegret:  This is sand from Lahinch in Ire-
land, and it’s completely different from the 
heavy mineral sand in the last photo from 
Lake Ontario and from the sand from Loch 
Achilty, as it is composed of biogenic compo-
nents. Therefore, it is not possible to find out 
the origin of all the broken bits and pieces 
you can see in the image. They could be 
shells, foraminifera, or other organic mate-
rials; I don't know. But you can see a glassy, 
Y-shaped piece in the center of the image; 
this is a sponge spicule. And in the left bot-
tom corner, there is another interesting 
shape. It is a fragment of a sea urchin spine.

A crucial advantage to using the DSX1000 dig-
ital microscope for imaging sand is its abil-
ity to acquire Z-stacks—all of the images 
here were acquired using focus stacking.

Figure 1: Organic sand collected from Lahinch 
in Ireland. This sand is composed of units hav-
ing several sizes and shapes, forming a hetero-
geneous mix of purely biogenic components.[2]

Lahinch, Atlantic Ocean, Ireland
Biogenic sand with a Y-shaped sponge 
spicule, sea urchin spine
Field of view: 2.5 mm
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Massa Carrara, Mediterranean Sea, Italy
Mineral sand
Field of view: 2.5 mm

Warnemünde,  
Baltic Sea, Germany
Mineral sand, mainly quartz
Field of view: 3.1 mm
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Hurghada, Red Sea, Egypt
Biogenic sand with forams
Field of view: 12.8 mm

Godafoss Waterfall, 
Iceland
Volcanic glass
Field of view: 1 mm
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Playa del Verodal, El Hierro,  
Canary Islands, Spain
Volcanic mineral sand
Field of view: 8 mm

Whitefish Lake, Montana, USA
Mineral sand
Field of view: 8.1 mm
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Portable X-Ray Fluorescence 
Spectroscopy Analysis of 
Agricultural Soils After the  
Gold King Mine Spill
G. Jha, S. Mukhopadhyay, et al.

ABSTRACT
In 2015, a million liters of heavy metal–contaminated wa-
ter spilled into the Animas River from the Gold King Mine 
(Colorado, USA), attracting national attention about the 
water quality and agricultural production in the affected 
areas. In response to the concerns, surface soil elemental 
concentrations were analyzed in three New Mexico agri-
cultural fields to determine potential threats to agronomic 
production. The irrigated fields were scanned using porta-
ble X-ray fluorescence (pXRF) spectrometry to monitor the 
spatiotemporal variability of lead (Pb), arsenic (As), copper 
(Cu), and chromium (Cr) before and after the growing sea-
son for 3 years. The geostatistical model with the lowest 
RMSE was chosen as the optimal model. The spatial de-
pendence between the measured values exhibited strong 
to moderate autocorrelation for all metals except for As, 
for which spatial dependence was strong to weak. Some 
areas exceeded the soil screening limit of 7.07 mg As kg–1. 
All sampling locations were below the screening limit at 
last sampling time in 2019. Mixed models used for tempo-
ral analysis showed a significant decrease only in As below 
the screening value at the end of the study. Results indi-
cate that the agricultural soils were below the soil screen-
ing guideline values.
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1 INTRODUCTION

On August 5, 2015, an inadvertent breach 
of the Gold King Mine (GKM) released ∼11.3 
million L of acid mine drainage into Cement 
Creek at the headwaters of the Animas River.[1] 
Approximately 2032 kg lead (Pb), 499 kg zinc 
(Zn), and 93 kg arsenic (As), among  others, 
were released and flowed downstream.[2]  
The GKM is “one of an estimated 23000 
 abandoned mines dotting the state of Colo-
rado”.[3] The USEPA notes that “mining opera-
tions have greatly disturbed the land, adding to 
existing highly mineralized conditions in many 
areas that cause acidic conditions that release 
heavy metals to the surrounding environment”.
[3] They specifically note the prevalence of alu-
minum (Al), lead (Pb), zinc (Zn), cadmium (Cd), 
copper (Cu), iron (Fe), and manganese (Mn) as 
contributing polluters to surface water, subsur-
face water, surface soils, and stream sediments.

In northwestern New Mexico, alfalfa hay, 
pumpkin, watermelon, pepper, tomato, and 
other specialty crops are of strong economic 
importance. The irrigation water is delivered to 
farms through a series of community ditches 
or canals. At the time of the GKM spill, most 
farmers immediately closed their irrigation 
gates and ditches, allowing the most pollut-
ant-laden water to pass down the river without 
entering their irrigation systems.

A substantive portion of the released metals 
were associated with suspended solids in the 
river. Sediments rich in Fe, Al, and other met-
als, however, were deposited as reddish orange 
sludge along the banks and throughout the 
river channel. A rapid assessment of the ele-
mental concentration of riverbank sludge, irri-
gated croplands, and upland (non-irrigated) 
soils of the river valley affected and unaffected 
by the GKM was conducted. 

In this assessment, Fe, Cu, Zn, As, and Pb 
increased in the order of control (non-irrigated) 
soils < irrigated soils < riverbank alluvium < 
riverbank sludge. Additionally, the riverbank 
sludge had concentrations of Pb (n = 9) that 
ranged from 509 to 859 mg kg−1, all above 
the USEPA residential screening limit of 400 
mg kg−1. Therefore, a comprehensive monitor-
ing plan was initiated out of concern that as 
hydrologic pulses occur, the metal-laden sludge 
deposited on the bottom of the river would 
become resuspended, enter the irrigation sys-
tems, and lead to an increase in toxic metal 
concentration in soils used for farming.

The deleterious effects of toxic metals to 
human health are well documented. Briefly, the 
main health effects associated with high levels 
of elements include nervous system disorders, 
liver and kidney failure and damage, anemia, 
cancer, cardiomyopathy, gastroenteritis, osteo-
malacia, brain damage, hematologic effects, 
hypertension, intestine tract distress, and tissue 
lesions, among others.[4]

Widespread concern exists as to the safety 
of produce if irrigated with potentially met-
al-laden water from the Animas River. The 
objective of this study was to perform a spatio-
temporal analysis of elemental concentrations 
in agricultural soils of the Animas River water-
shed over a period of three cropping seasons 
(2017–2019) and compare monitored values to 
determine their potential threat to agronomic 
production. We hypothesized that the soil con-
centrations of several elements would increase 
over time in response to irrigation with water 
from the Animas River.

2 MATERIALS AND METHODS

2.1 General study area

The study was conducted on irrigated farm 
fields in San Juan County, NM. Geologically, 
the area is comprised of shale, sandstone, lime-
stone, dolomite, and volcanic rock outcrops. 
Soils of the area are Alfisols, Aridisols, Entisols, 
and a few Mollisols. Soil temperature regime is 
dominantly mesic, with an aridic or ustic-aridic 
moisture regime.[5] The Koppen climate classifi-
cation of the area is BSk (cold semiarid).[6] Soils 
feature carbonatic, mixed, or smectitic miner-
alogy. In this arid to semi-arid climate, almost 
all crops must be irrigated to produce sufficient 
yields. The soil series on the studied fields are 
described as Fruitland, Turley, and Garland.

2.2 Fieldwork

Three irrigated farm fields of 30, 17, and 8 ha 
were evaluated as part of this study. With the 
perimeter of each field, a random sampling 
scheme was established in ArcGIS (ESRI), which 
created a sampling density of ∼3.2 points 
ha−1. This resulted in a total of 175 points (two 
fields with 50 points each and one field with 
75 points). The pre-determined sampling loca-
tions were downloaded into an eTrex (Garmin) 
handheld global positioning receiver for field 
geolocation. Elemental data collection was 
 performed using a DP-6000 portable X-ray 
 fluorescence (pXRF) spectrometer (Olympus®).
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[7] Prior to operation, the instrument is checked 
with a stainless steel alloy, then operated on 
line power (110 VAC) using a portable power 
inverter at 15–40 keV. The instrument was 
operated in Soil Mode at 30 s per beam such 
that one complete scan was completed in 90 
s. Validation of instrument performance was 
accomplished via National Institutes of Stan-
dards and Technology (NIST)-certified reference 
materials. The average recovery percentages 
were determined for all four sampling times 
during the study that did not vary by more than 
15% from the actual certified values for the 
elemental concentrations.

The pXRF field sampling was conducted over 
3 years. The Animas River watershed has 
only one growing season (from mid-April 
to mid-November). Portable XRF scans in 
November were considered to represent both 
post-growing conditions for the current season 
and pre-growing conditions for next growing 
season. Scanning was performed in an identi-
cal manner at the same sampling locations to 
allow for temporal analysis.

2.3 Statistical analysis

Descriptive statistics and correlation analysis of 
pXRF metal(loid) was analyzed in R studio (ver-
sion 3.4.1). Pearson’s correlation matrix was 
plotted using the corrplot function combined 
with the significance test (p ≤ .05) in Hmisc 
package. Temporal changes in metal(loid)
s were assessed in SAS version 9.4 using a 
design-based linear mixed model approach 
with sampling time as the fixed effect and ran-
dom effects for field and the sampling time by 
field interaction. Additionally, a repeated state-
ment fitted an unstructured covariance of the 
repeated measurements (the four sampling 
times) from the randomly chosen but repeat-
edly sampled locations within fields. When 
time was significant, pairwise comparisons 
among the four measurement times used mod-
el-based estimates and standard errors. Signif-
icance was set at p ≤ .05. Temporal analysis of 
significant changes in metal(loid) concentra-
tions were analyzed using SAS version 9.4.

2.4 Geostatistical analysis and spatiotem-
poral mapping

Spatiotemporal variability maps were inter-
polated for four metal(loid)s of concern using 
pXRF total concentrations sampling four times 
over a period of three growing seasons. Three 
different models were fit to total metal(loid) 
concentrations of As, Cr, Pb, and Cu. Root 

mean square error was considered as a mea-
sure of model performance, and the model 
with the lowest RMSE value was selected for 
each metalloid as the best fitted model for 
kriging interpolation[8]. Semivariogram param-
eters were interpreted to understand the 
insights of the fitted model. Sill is the variance 
on the dataset without knowing the spatial 
location, and nugget is the amount of variance 
that is not explained by the model as the dis-
tance between observations approaches zero 
(Allan, 2018). Nugget to sill ratios were inter-
preted to understand the strength of spatial 
dependence between sampling points. Semi-
variogram ranges were also interpreted as the 
range of spatial autocorrelation determining 
the strength of metal concentrations scanned 
using pXRF at one geographic location in the 
field relative to another scanning location sep-
arated by a distance. Spatial maps were inter-
polated using ordinary kriging in ArcGIS version 
10.2.2 (ESRI) using the weighted averages of 
the known concentrations of metal(loid)s.

3 RESULTS AND DISCUSSION

3.1 Summary statistics

Total mean soil elemental concentrations were 
detected in the order Pb > Cu > Cr > As for 
each growing season. The Pb and Cu concen-
trations at all locations were below the soil 
screening levels of 400 and 3100 mg kg−1, 
respectively. During the pre-growing 2017 sea-
son, the average total metal concentrations 
in the three fields were 50 mg kg−1 (Pb), 23 
mg kg−1 (Cu), 17 mg kg−1 (Cr), and 8 mg kg−1 
(As). In observing the maximum, median, and 
mean concentration values for As, at least one 
or more sampled locations exceeded the soil 
screening limit (SSL) value of 7.07 mg kg−1 rec-
ommended by the New Mexico Environment 
Department.[9] In total, 46.3% (number of loca-
tions exceeded/total number of scanning loca-
tions = 81/175) sampling locations exceeded 
the SSL for As during the 2017 pre-grow-
ing study period, and 43.4% (76/175) sam-
ples exceeded the SSL in the 2017 post-grow-
ing season. In the 2018 and 2019 post-grow-
ing seasons, the percentage of locations that 
exceeded the SSL values was reduced to 16.6% 
(29/175) and 7.4% (13/175), suggesting tem-
poral decreases.
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3.2 Correlation analysis between  
elements analyzed using pXRF

Several metals showed significant correlations 
with each other in the soil matrix. Combining 
the data from all three fields, Cu and Pb were 
positively correlated with significant correla-
tion coefficient values ranging from .76 to .90 
when metal concentrations pooled for all three 
fields were correlated and compared respective 
to the four sampling times.

These results were similar to the findings by 
other researchers using pXRF for multi-elemen-
tal analysis with strong correlations between 
Pb and Cu.[10, 11] Cu and Cr, Pb and Cr, As and 
Cr, and As and Cu showed weak or moderate 
correlations with each other or sometimes neg-
ative correlations. Additional works in the Ani-
mas River watershed after the GKM spill estab-
lished that there was an association between 
Pb, Cu, and Zn and Fe-minerals such as jarosite, 
goethite, and clays in sediment.[12]

3.3 Spatiotemporal variability of  
metals in agricultural fields

Figures 1–4 depict the spatial distribution of 
the four metal(loid)s of interest interpolated 
over the four sampling dates. There were some 
hotspots of As in the fields until the third sam-
pling date. All soil As concentrations were 
below the SSL of 7.07 mg kg−1 and therefore 
were considered below the risk assessment 
guidelines during the last sampling date in the 
2019 post-growing season (Figure 1).

Cr concentration increased in the soil collected 
during the last sampling time for all three fields 
(Figure 2). This increase was more noticeable 
in fields 1K and 3K, which were under pivot 
irrigation. Field 2S, which was under furrow 
irrigation, had an increase in Cr at some loca-
tions. Regions of higher Pb concentration also 
showed high Cu concentration. However, Cu 
(Figure 4) does not show much variability after 
any irrigation season. Lead and Cu show simi-
lar adsorption behavior and tend to coexist in 
soil,13 however, lead tends to become less sol-
uble with increasing pH of soil solution as more 
calcium carbonate is added through irrigation 

Figure 1: Spatial variability interpolation maps of total As concentration in three agricultural fields 
under irrigated conditions for four sampling dates from 2017 to 2019.
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water. River water was collected near the inlet 
irrigation gates for three growing seasons and 
analyzed for all metal concentrations, showing 
values below the USEPA screening levels.

Samples located closer to each other by dis-
tances less than the range are spatially cor-
related and contribute to kriging predictions.[14] 
The nugget to sill ratios for As were moderate 
for fields 1K and 2S. The nugget to sill ratio for 
field 3K was moderate for pre- and post-grow-
ing 2017 and strong for post-growing 2018 
but was weak for post-growing 2019. Nugget 
to sill ratios for Cr, Pb, and Cu were moderate 
to strong.

Weak spatial dependence of As is due to vari-
ability at scales smaller than the two closest 
sampling points in any one field. The inability 
to capture small-scale variability for As in this 
study was also due to the increasing number of 
nondetectable As readings using the pXRF. The 
nugget to sill ratio for Cr, Cu, and Pb showed 
strong to moderate spatial dependence during 
all four sampling times for all three fields. The 
spatial dependence estimated using semivario-

gram parameters are predictions at unsampled 
locations in the field based on the known val-
ues from sampled locations.

Maps based on kriging predictions can be used 
for future study by sampling locations less than 
the range in fields. In furrow-irrigated fields, 
it is important to understand that redox con-
ditions might be different in the top of ridges 
and bottom of furrows. In this study, samples 
were scanned from random locations with a 
mix of both ridge and furrows without any 
biased separation. Therefore, it is important to 
sample both locations in furrow-irrigated sys-
tems to get a proper representation of elemen-
tal concentration in future studies.

3.4 Temporal analysis

At the time of the GKM spill it was hypothe-
sized that there would be a surge in metal con-
centrations in agricultural field soils as irriga-
tion resumed once the irrigation ban was lifted. 
There was a significant increase in total Cr con-
centration at the end of three growing sea-
sons. We also measured a significant decrease 

Figure 2: Spatial variability interpolation maps of total Cr concentration in three agricultural fields 
under irrigated conditions for four sampling dates from 2017 to 2019.
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in total As and Pb at the third sampling date in 
post-growing 2018 (Figures 1 and 2).

Contrary to the hypothesis of this study, As 
decreased 2.3 ± 0.3 mg kg−1 from March 2017 
to November 2019. The estimated As (5.3 
± 0.2 mg kg−1) after three growing seasons 
decreased to below the soil screening level. 
However, there was a significant increase (9.4 
± 1.3 mg kg−1) in mean Cr concentration. This 
study did not analyze the oxidation state of Cr 
and focused only on total concentration. It is 
recommended for future studies to look into Cr 
speciation and how it interacts with soil matrix 
and plants. Decreases in average Cu concen-
trations (1.7 ± 0.9 mg kg−1) were not signifi-
cant, whereas decreases in mean Pb concen-
tration (1.0 ± 2.9 mg kg−1) were significant 
between March 2017 and November 2018 but 
not between March 2017 and November 2019. 
Both Cu and Pb were below the soil screening 
level for all fields sampled at all sampling times.

4 CONCLUSIONS

This study evaluated agricultural fields in the 
Animas River watershed, NM, for four potential 
metal(loid) contaminants of concern (Pb, As, 
Cu, Cr) following the GKM spill of 2015. Porta-
ble X-ray fluorescence was used to determine 
metal(loid)s at a total of 175 sampling loca-
tions spread across three fields over 3 yr. Geo-
statistical models were fit to each metal(loid) 
for each agricultural field for each sampling 
date. Spatial interpolation was used to infer 
spatial variation, and mixed models were used 
to infer the temporal variation in metal(loid) 
concentrations. Spatial interpolation revealed 
an overall decrease in surface soil As concen-
tration between 2017 and 2019. However, 
there were some areas in the fields where As 
concentrations still exceeded the regional soil 
screening limits of 7.07 mg kg−1 for the first 
three sampling times. Arsenic concentration in 
soils decreased to significantly below the soil 
screening value (7.07 mg kg−1) by the end of 
2019 growing season for all fields. We found 

Figure 3: Spatial variability interpolation maps of total Pb concentration in three agricultural fields 
under irrigated conditions for four sampling dates from 2017 to 2019.
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that all three fields were below the risk assess-
ment guidelines. This study is important in 
environmental monitoring of agricultural soils 
after the GKM spill of 2015 to help farmers 
and consumers make informed decisions of the 
field soils used for growing important crops 
like alfalfa, corn, and pumpkin in northwestern 
New Mexico.
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Introduction

 Corrosion is a natural process consisting of the chemical, 
biochemical, or electrochemical reaction between a given 
material and its environment, producing a deterioration of 
the material and its functional properties. Because of this, 
corrosion is one of the most common ways that a material 
fails. Today, the demands on materials’ corrosion resis-
tance are increasing to improve operational reliability and 
extend product life.

Corrosion is an important industrial problem 
with an estimated global cost equal to approx-
imately 3.4% of the worldwide gross domes-
tic product in 2013.[1] Besides the enormous 
economic implications, corrosion in struc-
tures, critical pieces, and equipment can cause 
severe accidents, putting people at risk. For 

example, corrosion fatigue led to the sud-
den collapse of the Silver Bridge (Point Pleas-
ant, OH) in 1967, which resulted in the loss of 
46 lives and cost millions of dollars.[2] More-
over, corrosion can affect health due to pol-
lution from corrosion products, cause the 
depletion of natural resources, and nega-
tively impact the appearance of materials.

The majority of corrosion processes involve 
electrochemical redox reaction; however, the 
corrosion type depends on the environmental 
conditions and the material’s characteristics. 
One common way to distinguish corrosion is 
between generalized and localized. The former 
occurs homogeneously over the entire surface 
of the material and causes almost total deterio-
ration, making it the most damaging corrosion 
and, at the same time, the most easy to iden-
tify. It is a common problem in the construc-
tion industry, affecting ferrous materials that 
are not alloyed with other stainless materials.

On the other hand, localized corrosion is more 
difficult to detect, making it a greater risk 
than generalized corrosion. Localized cor-
rosion occurs at specific points in a material, 
depending on its geometry and the environ-
mental conditions. Among the several forms 
of localized corrosion, pitting and intergranu-
lar corrosion are the most critical. Pitting cor-
rosion[3] occurs mainly in passivated materi-
als. When oxidizing agents accumulate and 
the pH of the medium increases, the passiva-
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tion layer deteriorates, generating corrosion in 
localized areas. It develops mainly in the direc-
tion of maximum deformation and is accom-
panied by peeling of individual metal particles 
so that it can be detected visually without the 
use of instruments. On the other hand, inter-
granular corrosion[4] is caused by the segrega-
tion of impurities at the grain boundaries or 
by the enrichment/depletion of one or more 
alloy elements in the areas surrounding the 
grain boundary. This type of corrosion can-
not be detected by the naked eye, so non-
destructive control methods must be used.

Another important type of localized corrosion 
is stress corrosion cracking[5] (SCC), which is 
caused by the synergistic effect of a suscep-
tible material, a corrosive environment, and 
a minimum stress. SCC results in rapid, cat-
astrophic failure via cracking, which orig-
inates in the material surface and propa-
gates as a response to the applied stress.

Corrosion wear (or tribo-corrosion)[6] is the 
result of a chemical reaction accelerated by 
temperature. It is usually caused by mois-
ture or other corrosive liquid or gas. In addi-
tion, wear can result from the dynamic con-
tact between two surfaces, such as abra-
sion and erosion. Corrosive wear is defined as 
the damage caused by the synergistic attack 
of wear and corrosion when wear occurs in 
a corrosive environment. Rust, or oxidation, 
is the best-known form of corrosive wear.

Microbiologically induced corrosion[7] (MIC) 
is another relevant corrosive route, where an 
electrochemical process produces the dete-
rioration of a metallic material where micro-
organisms (bacteria, fungi, or algae) are 
involved, either initiating, facilitating, or accel-
erating the corrosive attack mechanism.

Two critical tools to detect and classify cor-
rosion types are optical and electronic micro-
scopes. Samples are treated using standardized 
processes to reveal the material’s microstruc-
ture (metals in particular), which are affected 
by composition, processing conditions, and 
post-processing variables. The use of micros-
copy is a key element in failure investigations 
and usually provides the necessary information 
to determine the cause of failure. However, 

the analysis of micrographs is not straightfor-
ward. For example, the cracks caused by SCC 
are very narrow and closed, making visual 
identification of this type of cracking before 
a failure difficult. Therefore, the use of instru-
ments that provide high resolution is critical to 
assess the state of a given material sample.
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Effect of Different Amounts of 
Graphene on Metal Friction and 
Wear During the Mixing Process
D. Han, K. Wang, H. Bian, et al.

ABSTRACT 
 An internal mixer is one the most common types of 
rubber-mixing equipment. This device can operate 
continuously for a long time, and often develops wear 
on its end face. The end face wear increases the gap 
between the mixing chamber and the end face, resulting 
in material leakage, which reduces the mixing effect and 
impacts the properties of the compound. Therefore, it is 
important to study the friction and wear of the mixing 
compound to the metal during the mixing process. In the 
present study, the influence of the mixing compound with 
different amounts of graphene (GE) on the friction and 
wear of the metal end face was analyzed, and the ratio of 
the corrosion wear to abrasive wear was calculated for the 
first time. 

INTRODUCTION

Rubber has an undeniable role in the economy 
since it has been widely applied to numerous 
high-tech and modern technologies. However, 
raw rubber has low strength, low modulus, 
poor wear resistance, and fatigue resistance 
so that it cannot be used in most engineer-
ing applications. Accordingly, it is necessary to 
fill and reinforce the vast majority of rubbers 
with, for example, carbon black (CB) and silica 
(SiO2). However, macromolecular chains form 
in the packing due to the sticky nature of rub-
ber materials and elastic hysteresis loss inside 
the rubber packing, thereby producing fric-

tion loss and generating considerable heat. 
Efficiently dissipating the generated heat to 
the outside leads to internal spirals in the rub-
ber and degrades its performance. Therefore, 
it is important to improve the thermal con-
ductivity of rubber products to improve their 
performance and service life under dynamic 
use. With the diversification of rubber prod-
ucts, many applications need rubber products 
with antistatic properties, reasonable electri-
cal conductivity, or a gas barrier. Recent inves-
tigations have revealed that adding small 
amounts of nanofillers, such as clay, carbon 
nanotubes (CNTs), and graphene to the rub-
ber composite can improve the thermal con-
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ductivity, enhance the heat dissipation capac-
ity, and improve the reinforcement efficiency 
and functional properties of the final product.

Graphene (GE) is a two-dimensional (2D) 
crystal with a single atomic layer formed by 
sp2 hybridization of carbon atoms arranged 
neatly in cellular lattice structural units. GE 
is one of the strongest substances known so 
far, and it is highly ductile and flexible. Fig-
ure 1 shows the schematic structure of GE.

Yong Lin[1] studied the filler–rubber inter-
face interaction in GE/silicon dioxide hybrid 
styrene–butadiene rubber composites and 
quantified the number of confinement 
regions. It was found that the larger the vol-
ume fraction of the constraint region, the 
stronger the interfacial interaction. More-
over, experiments and numerical simulations 
showed that the higher the volume frac-
tion of the confinement zone, the better the 
mechanical properties of the composites.

Xumin Zhang[2] studied the thermal conduc-
tivity, expansion, and mechanical proper-
ties of PrGO/natural rubber (NR) nanocom-

Figure 1: Schematic structure of graphene © Artbox/Shutterstock

posites. It was found that as the amount of 
PrGO in the composite increases, the ther-
mal conductivity and energy storage mod-
ulus of PrGO/NR nanocomposite increases, 
while solvent absorption decreases. More-
over, adding 3 phr of PrGO increases the ten-
sile strength and tear strength of nano-NR 
composites by 23% and 150%, respectively.

Hong Zhu[3] studied the effect of GE/sili-
con dioxide nanocomposites on the prop-
erties of SSBR/BR. It was found that add-
ing reduced graphene oxide (rGO) improves 
the mechanical properties of SSBR/BR.

Yanping Wu[4] studied the mechanical and tri-
bological properties of GE-reinforced rub-
ber composites. The results showed that 
the mechanical properties of SSBR–BR 
composite filled with FGS were substan-
tially better than those of the unfilled and 
equivalent filler-loaded graphene oxide 
(GO) and rGO-filled SSBR–BR compos-
ites. Moreover, it was found that the addi-
tion of GO, rGO, and FGS decreases the 
wear resistance of SSBR-BR composites.
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GE/rubber composites have become a hot topic 
in the rubber field in recent years.[5–11] In this 
article, the effect of adding different amounts 
of GE on the friction and wear of the end face 
metal during the mixing process was studied.

EXPERIMENTS

Instruments
Hake internal mixer, BL-6157 Double Roll Mill, 
ZT-2588S steam generator, RPA 2000 Rub-
ber Processing Performance Analyzer, Disper-
GRADER Dispersion Meter, LEXT™ OLS5000 
3D laser measuring microscope (Olympus® 
Japan), CSM-Friction and Wear Tester.

Formula
The formula is shown in Table 1.

Mixing process
In order to ensure the accuracy of the exper-
iment, the test sample was made by press-
ing through a double-roller mill. To ensure 
the smoothness of rubber samples, samples 
pressurized by the double roller mill were put 
into the grinding tool to obtain a smooth 
surface and reduce the influence of sur-
face roughness on the friction coefficient.

Test methods
1.  The Panye effect[12-13] refers to the phe-

nomenon that the dynamic modulus of 
filled rubber decreases sharply with the 
increase of strain. This phenomenon is usu-
ally used to reflect the dispersion of pack-
ing. The deformation of six rubber com-

Substance C1 C2 C3 C4 C5 C6

NR 100 100 100 100 100 100

Nanosilicon dioxide 30 30 30 30 30 30

GE 0 0 1 2 3 4

ZnO 2 2 2 2 2 2

Anti-aging agent 4020 2 2 2 2 2 2

SAD 2 2 2 2 2 2

TESPT 0 5 5 5 5 5

DPG 1.3 1.3 1.3 1.3 1.3 1.3

S 1.3 1.3 1.3 1.3 1.3 1.3

CZ 1.8 1.8 1.8 1.8 1.8 1.8

Table 1: Chemical composition of GE/natural rubber composites

pounds was scanned by a rubber analyzer, 
and the distribution of dynamic modulus 
G0 changing against strain was obtained.

2.  The Silanization reaction index is an import-
ant to measure the degree of silane modi-
fication of silica. A rubber processing ana-
lyzer was used to test the silylation reaction 
index. The greater the silanization reaction 
index, the higher the degree of silaniza-
tion reaction, and the better the over-
all properties of the rubber compound. 

3.  Friction and wear testing was carried out 
using a CSM. To this end, the experimen-
tal pressure, rotational speed, and the test 
time were set to 5 N, 70 rpm, and 120 
min, respectively. In order to study the 
wear condition of the internal mixer end 
face, the same metal grinding head mate-
rial and end face material were used in the 
experiment. To ensure complete silaniza-
tion, the mixing temperature was kept 
at 145–155 °C (293–311 °F) for 1 min. 
The temperature of CSM was set to 150 
°C (302 °F) to ensure the reliability of the 
experiment. CSM is shown in Figure 3.

4.  3D morphology observation: The metal sur-
face morphology was observed by using a 
3D laser measuring microscope (OLS5000, 
LEXT, Olympus), where the wear amount 
was obtained by measuring the volume 
reduction of the metal grinding head.

5.  Dispersion test: A carbon black dispersion 
tester was used to test the degree of disper-
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Figure 3: Average friction coefficient in different 
compounds

sion and obtain the dispersion value based 
on the ASTM D7723 standard (Figure 2).

SILANIZATION REACTION 
MECHANISM

Bis(3-triethoxysilylpropyl)tetrasulfide (TESPT) 
is a bifunctional silane coupling agent. 
Arkles[14] proposed a four-step reaction model 
based on the coupling process of TESPT:

Figure 2: Configuration of the CSM wear test device

1.  Three Si-OR groups connected with sil-
icon are hydrolyzed to Si OH;

2.  Si-OH is dehydrated and condensed 
into oligosiloxane containing Si OH;

3.  Si-OH in the oligomer forms a hydrogen 
bond with OH on the substrate surface;

4.  A covalent bond is formed with the sub-
strate along the dehydration reaction in the 
heating curing process, but only one of the 
silicon hydroxyl groups of silane is bonded 
with the substrate surface at the interface, 
leaving two Si-OHs and condensation with 
Si-OHs in other silanes or free states. There-
fore, the two materials with different prop-
erties can be coupled interfacially by using a 
silane-coupling agent, improving the com-
posite properties, increasing the bonding 
strength, and obtaining a new composite 
with excellent performance and reliability.

Most wear occurs in the final mixing pro-
cess, where the temperature is high and the 
mixer is in a closed state. In this high-tem-
perature environment, ethanol vapor could 
not overflow the mixer, thereby resulting in 
corrosion wear. Accordingly, high-tempera-
ture, vapor-induced corrosion should be con-
sidered in investigating the friction and wear 
of the end face of the mixer. However, it is an 
enormous challenge to disassemble the end 
face of the internal mixer during the actual 
process and measure the quality of ethanol 
vapor. During the experiment on the CSM fric-
tion and wear testing machine, high-tempera-
ture ethanol vapor is sprayed on the surface 
of the mixing glue and metal in proportion 
to the degree of silylation reaction to simu-
late the mixing situation of the internal mixer.

RESULTS

Dispersion analysis of the packing
Payne effect
The rubber compounds without GE and TESPT 
could not have a silanization reaction. Con-
sequently, a chemical connection does not 
form between the silica and rubber, resulting 
in a poor silica dispersion. With the increase 
of the amount of GE, the Payne effect of 
the rubber compound increases gradually. 
The GE could intercalate between silica par-
ticles, isolate silica particles, and prevent sil-
ica agglomeration. Moreover, GE-interca-
lated silica affects the silica dispersion. Addi-
tionally, as the GE continuously increases, 
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the proportion of silanization reaction index 
reflects the proportion of silanization reac-
tion product ethanol. In this regard, RPA 2000 
was used, and the silanization reaction indi-
ces of five rubber compounds are evaluated.

The silylation reaction index of the mixers 
decreases gradually with the increase of the 
amount of GE. The products of the silaniza-
tion reaction are ethanol and water. The wear 
of metal caused by water vapor has been stud-
ied, so the effect of produced ethanol from the 
silanization reaction was studied in this exper-
iment. In the actual production process, it is 
a challenge to disassemble the internal mixer 
and measure the wear of the internal mixer 
face in real time, and it is not feasible to mea-
sure the quality of the produced ethanol vapor 
in the mixing process. In this experiment, when 
the wear test was carried out on the CSM, 
high-temperature ethanol vapor was sprayed 
on the surface of the rubber compound in pro-
portion to the degree of the silylation reac-
tion to simulate the real mixing process. 

Effect of adding different amounts 
of GE on metal friction and wear
The coefficient of friction
Figure 3 reveals that the largest friction coeffi-
cient can be achieved in the rubber compound 
without TESPT and GE. This is because the 
silanization reaction of silica could not occur 
without adding TESPT in the mixing process. 
Accordingly, silica aggregates do not form eas-
ily among silica molecules. After adding TESPT, 
a silanization reaction occurs in the mixing pro-
cess and a chemical bond establishes between 
silica and rubber. Accordingly, the silica dis-
persion increases and the aggregate of silica 
decreases. As a result, the friction coefficient 
of the C2 compound is significantly reduced 
compared to that of the C1 compound.

Three-dimensional morphology of metals
Comparing A1 and B1 in Figure 4, a large 
number of scratches appear on the metal sur-
face after friction. Moreover, comparing A2 
and B2, more pits appear on the height con-
tour of the metal surface after friction, and the 
original height contour peaks mostly flatten. A 
large amount of silica aggregates in the rubber 
compound. Since silica has high hardness, the 
metal surface is worn so that many scratches 
appear on the metal surface after friction.

the agglomeration of GE became intensi-
fied, thereby increasing the Payne effect.

Dispersion comparison
The worst silica dispersion in the rubber com-
pound belongs to the case without TESPT, 
which also has the highest silica aggre-
gates. It is observed that as the amount of 
GE in the compound increases, the aggre-
gate of GE increases, while the dispersion of 
the rubber compound decreases. The GE has 
a 2D crystal with a single atomic layer, which 
is composed of carbon atoms connected 
by sp2 hybridization. Therefore, GE inter-
calates silica particles, and its planar struc-
ture can hinder the silanization reaction. 

Silanization reaction index
For the rubber compound of the silica formula 
system, the greater the silanization reaction 
index, the higher the degree of the silanization 
reaction, the more the overall dispersion of sil-
ica and rubber molecules and the better the 
silica dispersion. For the same formula system, 

Figure 4: The surface morphology of the metal before and after 
the friction of the rubber compound without GE and TESPT (A1 
and A2 are before friction; B1 and B2 are after friction). GE, 
graphene; TESPT, bis(3-triethoxysilylpropyl) tetrasulfide.
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Figure 7: Surface morphology of the metal before and after friction 
with 2 phr of GE (A1 and A2 are before friction; B1 and B2 are 
after friction).

Figure 5: The surface morphology of the metal before and after 
the friction of the rubber compound without GE (A1 and A2 are 
before friction; B1 and B2 are after friction).

Figure 6: Surface morphology of the metal before and after 
friction with 1 phr of GE.

Figure 8: The surface morphology of the metal before and 
after friction of the rubber compound with 3 phr of GE (A1 
and A2 are before friction; B1 and B2 are after friction).
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Comparing A1 and B1 in Figure 5, there are 
fewer scratches on the metal surface after fric-
tion. Furthermore, Figure 5 A2, B2 indicates 
that the height profile of the metal surface par-
tially flattens after friction so that the peak of 
the height profile changed greatly. When TESPT 
is added to the compound mixture, the num-
ber of silica aggregates is lower. As a result, 
scratches on the metal surface reduce. How-
ever, with the progress of the silanization reac-
tion, the temperature of ethanol vapor grad-
ually increases and has a corrosive effect on 
metal. Considering the friction of the mixing 
adhesive on metal, this phenomenon results in 
the production of highly corrosive wear. There-
fore, although there were few scratches on the 
metal surface, the height profile of the metal 
surface changed greatly, and the wear vapor-in-
duced corrosion becomes the worst case.

Comparing A1 and B1 in Figure 6, more 
scratches appear on the metal surface after 
friction. Furthermore, Figure 6 A2, B2 indi-
cates that a large part of the height con-
tour peaks of the metal surface flatten and 
pits appear in the height contour. GE inter-
calates silica particles, and its planar struc-
ture hinders the silylation reaction. Therefore, 

with the addition of 1 phr GE, the silanization 
reaction index and the amount of high-tem-
perature ethanol vapor decrease, and the 
amount of corrosive wear decreases. Since GE 
has reasonable toughness and the intercala-
tion of GE between silica particles hinders the 
contact between silica aggregates and met-
als, the amount of abrasive wear reduces.

Figure 7 A1, B1 shows that there are fewer 
scratches on the metal surface after fric-
tion. Figure 7 A2, B2 illustrates that a small 
number of height peaks on the metal sur-
face flatten after friction, and the over-
all change of height contour peaks is neg-
ligible. This phenomenon mainly originates 
from GE intercalation between silica particles, 
which further hinders the contact between 
silica aggregates and the base metal. It is 
observed that as the GE content increases, 
the corrosion wear decreases significantly.

Similar to previous parts, Figure 8 A1, B1 
shows that there are fewer scratches on the 
metal surface after friction. Moreover, Figure 8 
A2, B2 indicates that the height profile of the 
metal surface slightly changes after friction. 
This phenomenon may be attributed to the GE 
lamellae further hindering the contact between 
silica aggregates and metals. In this case, the 
metal contacts with the silica aggregate only 
when a piece of GE was worn completely, and 
then another GE layer appears. As the GE con-
tent increases, the silylation reaction index fur-
ther decreases and the high-temperature steam 
decreases, thereby reducing the corrosion wear.

Figure 9 A1, B1 shows that there are more 
scratches on the metal surface after friction. 
Figure 9 A2, B2 shows that after friction, part 
of the height contour peak of the metal sur-
face flattens, pits appear in the height con-
tour, and the overall height contour changes 
greatly. When 4 phr GE is added to the com-
pound, a large amount of agglomeration 
between GE and TESPT is wrapped by GE, 
which hinders the silanization reaction, thereby 
producing a small amount of high-tempera-
ture ethanol vapor and a low amount of cor-
rosive wear. Meanwhile, the hindrance of sil-
ica particles by GE sheets reduces, and a large 
number of silica aggregates appear. Conse-
quently, the rubber compound with 4 phr GE 
has the largest abrasive wear on the metal.

Figure 9: The surface morphology of the metal before and 
after friction of the rubber compound with 4 phr of GE (A1 
and A2 are before friction; B1 and B2 are after friction).
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Metal wear volume 
TESPT has the largest wear on the metal. It 
is observed that with the gradual increase of 
the GE content, the wear of the rubber com-
pound on the metal decreases first and then 
increases. The minimum wear can be achieved 
when 3 phr GE was added. When the amount 
of GE exceeds 3 phr, the wear amount of the 
rubber compound on the metal increases.

TESPT was an important raw material for 
silanization reaction. There is no TESPT in com-
pound C1, so a silanization reaction cannot 
occur. Therefore, silica dispersion in this com-
pound is very poor so that more and large sil-
ica aggregates appear. The friction of silica 
aggregates on the metal is the most important 
source of abrasive wear. Accordingly, the rub-
ber compound C1 has great abrasive wear on 
the metal. After adding TESPT, the silica dis-
persion increases so that the silica aggregate 
decreases. More specifically, the metal wear of 
C2 rubber compound reduces by 7.22% com-
pared with that of the C1 rubber compound.

As the amount of GE further increases, the GE 
lamellae further hinder the contact between 
silica aggregates and metals, and the wear of 
the rubber compound on the metal decreases. 
However, when the amount of GE exceeded 
3 phr, a large number of GE agglomerates 
and GE encapsulated TESPT, which hindered 
the silanization reaction. Accordingly, small 
amounts of high-temperature steam and cor-
rosive wear are produced. With a large num-
ber of GE aggregates, the blocking effect of 
GE sheets on silica particles is reduced, and a 
large number of silica aggregates appear in the 
rubber compound. Among the studied com-
pounds, the rubber compound with 4 phr GE 
has the largest wear capacity on the metal.

Proportion of corrosive  
and abrasive wear
The CSM friction and wear tests were car-
ried out on the rubber compound without 
spraying high-temperature ethanol vapor, 
so there is no corrosive wear so that abra-
sive wear is the only wear mechanism. 

It was found that GE intercalates silica parti-
cles, hinders the movement of silica particles, 
and reduces the silica dispersion. Moreover, 
GE laminate could wrap TESPT and reduce 
the occurrence of silylation reaction. There-
fore, as the GE content increases, the degree 
of the silanization reaction decreases. Mean-
while, the production of high-temperature 

steam decreases, thereby reducing the pro-
portion of corrosion wear to abrasive wear.

Roughness changes before  
and after friction
The largest surface roughness can be achieved 
for the compound with no TESPT. This may be 
attributed to the absence of silanization reac-
tion so that the silica aggregates. On the other 
hand, with the increase of the amount of GE, 
the silanization reaction decreases so that sil-
ica aggregates. Therefore, with the increase 
of the amount of GE, the surface rough-
ness gradually increases after the metal fric-
tion was rubbed by the rubber compound.

CONCLUSION

Based on the results, it was found that as 
the amount of GE in the rubber compound 
increases, the proportion of abrasive wear on 
the metal increases, the proportion of cor-
rosive wear on the metal decreases, and the 
metal wear decreases first and then increases. 
With the increase of the GE content, the pro-
duction of high-temperature steam and the 
proportion of corrosive wear decreases. 

The lowest metal wear can be achieved when 
the GE amount is 3 phr. However, when the 
GE amount exceeds 3 phr, a large number of 
GE agglomerates and GE encapsulated TESPT, 
which hinders the silanization reaction, result-
ing in a small amount of high-temperature 
steam production and a low amount of corro-
sion wear. However, with a large number of GE 
aggregated, the blocking effect of GE sheets 
on silica particles reduces, and a large num-
ber of silica aggregates appear in the rubber 
compound. Therefore, the mixing compound 
with 4 phr GE has greater wear on the metal.
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The Effect of Cathodic Polari-
zation on the Corrosion Behavior 
of X65 Steel in Seawater 
 Containing Sulfate-Reducing 
Bacteria
 M. Lv, X. Li, M. Du

ABSTRACT
 Sulfate-reducing bacteria (SRB) are one of the main rea-
sons for the accelerated corrosion of steel. Cathodic po-
larization is an effective and economic method against 
marine corrosion, including microbiologically induced 
corrosion. However, the interaction between cathodic po-
larization and microbial activity has not been well defined. 
In this study, a fluorine-doped tin oxide electrode is used 
to study the effect of cathodic current on SRB cells. The 
 results clearly show that the attachment degree of SRB is 
dependent on the electric quantity and current intensity. 
The large electric quantity and high cathodic current can 
effectively inhibit bacterial attachment and subsequent 
biofilm formation. Furthermore, the effect of cathodic po-
tential on the corrosion behavior of X65 steel in the pres-
ence of SRB is systematically investigated. Results show 
that the impressed charges, the increase of pH, and the 
formation of calcareous deposits on the electrode surface 
at the cathodic potential of −1,050 mV/SCE inhibit the 
attachment of SRB. In turn, the presence of SRB also inter-
feres with the electrochemical reactions that occur during 
the polarization process, thus increasing the cathodic cur-
rent. The interaction between SRB-induced corrosion and 
the process of preventing corrosion by various cathodic 
potentials is discussed.
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INTRODUCTION

Cathodic polarization is an effective and 
 common method to prevent corrosion of 
metallic structures and marine  facilities.[1] 
The protection potential of −770 mV/SCE 
at room temperature can resist the natu-
rally occurring corrosion current and pre-
vent the steel from corrosion risk.[2]

However, there have been some unaccount-
ably external corrosion problems, and in 
many cases, the presence of microorganisms 
(e.g., sulfatereducing bacteria [SRB]) is associ-
ated with these problems.[3] Microbiologically 
induced corrosion (MIC) is a bioelectrochemi-
cal process that initiates or accelerates the cor-
rosion reaction by microbial activity.[4,5]  MIC 
induced by SRB has been extensively investi-
gated in the literature. Zhu et al.[8] found that 
the corrosion rate of X56 steel in the sea mud 
containing SRB was 10-fold higher than in the 
sea mud without SRB. SRB can reduce sulfate 
(SO4 2−) to sulfide (H2S, HS−), which may indi-
rectly contribute to the accumulation of cor-
rosive sulfide and organic acid end products, 
causing localized pitting of metals.[9] Several 
mechanisms have been proposed to explain 
the role of SRB in MIC,[10-15] including  cathodic 
depolarization, local corrosive cell, and metab-
olite-induced corrosion. Cathodic depolar-
ization accelerates the cathodic reaction due 
to the consumption of cathode hydrogen 
via hydrogenase biocatalysis by SRB, which 
increases the electron demand of the anode 
and associated corrosion.[16,17] Metal sulfides 
produced by SRB metabolism are electrically 
conductive and cathodic with respect to steel, 
forming aggressive corrosion cells.[14] Recently, 
it has been suggested that SRB can acquire 
the energy needed by obtaining electrons via 
direct  or indirect  contact with the steel sub-
strate, leading to more severe corrosion.[18]

Studies have shown that the electrochemi-
cal changes at the metal–solution interface 
during cathodic polarization influence the com-
position and concentration of chemical spe-
cies and the attachment of microorganisms.
[19-21]. Sun et al.[22] studied the effects of SRB 
on cathodic polarization of Q235 steel in the 
soils and showed that the number of SRB in 
soils decreased, and the protection efficiency 
increased with the shift of applied poten-
tial to a negative direction. Saravia et al.[23] 
stated that there was a decrease in the num-
ber of attached cells when the cathodic poten-
tial was applied in the initial stages of biofilm 
formation. Olivares et al.[24] , however, pre-

sented opposite findings. They found that 
the SRB population on polarization poten-
tial-applied pipeline steel (−850mV vs. Cu/
CuSO4) was twice that of without cathodic 
polarization. Liu et al.[25] confirmed that the 
application of cathodic polarization did not 
affect the growth of planktonic bacteria, 
but it was beneficial to the adhesion of SRB 
cells to steel in the extracted soil solution.

To date, the interaction between cathodic 
polarization and microbial activity has not 
been well clarified due to the complicated 
processes occurring at the cathodically polar-
ized surface. The objective of this study was 
to investigate the effect of cathodic polariza-
tion on microbial attachment and the effect 
of various cathodic potentials on the corro-
sion of X65 steel in sea water containing SRB.

MATERIALS AND METHODS

Materials
Fluorine-doped tin oxide (FTO) conduct-
ing glass (10 × 20 mm) was used for fluores-
cent confocal imaging to study the effect of 
cathodic current on SRB cells. Another speci-
men was X65 pipeline steel, which was used to 
study the effect of cathodic potential on cor-
rosion in the presence of SRB. The X65 spec-
imen (10 × 10 × 3 mm) was machined and 
embedded in epoxy resin, leaving a work area 
of 1 cm2 for electrochemical measurement. 
The work face of the specimen was mechan-
ically abraded with silicon carbide metallur-
gical papers sequentially, degreased by anhy-
drous ethanol, and then dried in high-pu-
rity nitrogen. All the prepared specimens 
were sanitized for 30 min using an ultravi-
olet lamp before use to ensure that there 
was no contamination by other bacteria.

SRB strain and its inoculation process
In this study, SRB (i.e., Desulfovibrio caledo-
niensis) were isolated from the rust layers of 
carbon steel immersed in seawater (Qingdao, 
China) and identified by polymerase chain reac-
tion (PCR) amplification of 16S ribosomal DNA. 
SRB strains were cultivated in a constant-tem-
perature incubator at 30 °C (86 °F) for 5 days. 
Then, 5 ml of SRB strains were transferred into 
500 ml seawater (containing the whole cul-
ture medium) to prepare the test solution. 
Before inoculation, the medium was deoxy-
genated with high-purity nitrogen for 30 min 
and then sterilized by autoclaving at 121 °C 
(249.8 °F) for 20 min. The living cell num-
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ber of SRB was calculated by the most prob-
able number ASTM standard D4412-84. 

Surface analysis
Bacterial attachment on the FTO glass elec-
trode surface in situ was characterized 
using a confocal laser scanning microscope 
(FLUOVIEW™ FV1000; Olympus®). Before 
observation, the electrodes were soaked 
in sterile phosphate-buffered saline solu-
tion containing 5% (v/v) glutaraldehyde 
for 30 min and then stained with a fluores-
cent dye (DAPI) for 30 min in darkness.

The surface morphologies of X65 steel were 
observed using a scanning electron micro-
scope (SEM; JSM-6700F; JEOL). The elemen-
tal composition and valence of the corrosion 
products were measured by energy-dispersive 
X-ray spectroscopy (EDS; JSM-6700F; JEOL) 
and X-ray photoelectron spectroscopy (XPS; 
ESCALAB 250Xi; Thermo Fisher Scientific). 

A three-dimensional measuring laser micro-
scope (LEXT™ OLS4000; Olympus, Tokyo, 
Japan) was used to characterize the surface 
morphology of the corroded steel specimens 
after the removal of corrosion products. Before 
the corroded surface examination, the spec-
imens were taken from the test solution and 
subsequently immersed in a pickling solution 
containing corrosion inhibitor (hexamethy-
lenetetramine) for 5 min, then rinsed with dis-

tilled water, cleaned with absolute ethanol, 
and finally dried with a nitrogen gas stream.

Electrochemical measurements
All the electrochemical measurements were 
performed using a Gamry electrochemical 
workstation. A saturated calomel electrode 
and a platinum plate were used as the refer-
ence and counter electrode, respectively. X65 
steel was cathodically polarized for 14 days at 
the potentials of −800 and −1,050 mV/SCE, 
respectively. In addition, the cathodic poten-
tials of −1,050 mV/SCE (the first 7 days) to 
−800 mV/SCE (the last 7 days) and −800 mV/
SCE (the first 7 days) to −1,050 mV/SCE (the 
last 7 days) were also applied. Electrochem-
ical impedance spectroscopy (EIS) was per-
formed when the open circuit potential (OCP) 
reached a steady state. The applied polariza-
tion potential was switched off for a certain 
period to allow the potential to return to OCP, 
and then the EIS measurement was performed. 
After the EIS test was completed, the applied 
polarization potential was again switched on. 
EIS was obtained in the frequency range of 
105–10−2 Hz, and the amplitude of the sinu-
soidal voltage signal was 10 mV. The EIS data 
were analyzed using Zview2 software with a 
suitable equivalent circuit model. All electro-
chemical experiments were carried out at 25 °C 
(77 °F) in an airtight system and repeated at 
least three times to check the reproducibility.

Figure 1: Fluorescent images 
of sulfate-reducing bacteria 
cells attached to the surface of 
the fluorine-doped tin oxide 
electrode after applying differ-
ent cathodic current for 30 hr: 
(a) 400 mA/m2, (b) 300 mA/
m2, (c) 200 mA/m2, (d) 100 
mA/m2, (e) no current.



Page 72 | Part V Corrosion 

RESULTS AND DISCUSSION

The growth curve of SRB
The growth curve of SRB displayed a typical 
three-stage growth cycle. The first stage, which 
lasted for 1–4 days, is the exponential growth 
phase. During this stage, the number of active 
SRB increased rapidly. The growth stage from 
5–10 days is the stationary phase. During 
this stage, the number of SRB increased and 
decreased equally, so the total number of SRB 
was large and stable. After 10 days, the growth 
process reached the death phase, during 
which the number of SRB decreased dramati-
cally due to the lack of essential nutriments.

The effect of cathodic cur-
rent on bacterial attachment
After applying different cathodic current for 30 
hr, the effect of electric quantity on the attach-
ment of SRB to the FTO electrode was studied, 
as given in Figure 1. The results showed that 
when more negative charges were applied, 
less SRB cells were attached. When the electric 
quantity of 400 mA/m2 ×30 hr) was applied, 
the attachment of SRB on the electrode sur-
face was significantly less than that of the con-
trol system (no current). The electric quantities 
of 300 mA/m2×30 hr and 200 mA/m2×30 hr 
had a little influence on the adhesion degree 
of SRB. Wilson et al.[26] have reported that 

cell surface was negatively charged by ionized 
phosphoryl and carboxylate substituents under 
normal conditions. Therefore, SRB cells may be 
repelled by a large build-up of negative charges 
on the surface of cathodically polarized elec-
trode.[27] When the electric quantity applied 
to the FTO increased, there was an increase in 
the electrostatic repulsion. Consequently, the 
attachment of SRB was inhibited by the large 
electric quantity (400 mA/m2×30 hr). Interest-
ingly, when a relatively small electric quantity 
was applied to the surface of the FTO elec-
trode (Figure 1d), the number of attached SRB 
was more than that of the control system.

These results indicated that electric quantity 
was an important factor affecting the attach-
ment of SRB. However, when the same elec-
tric quantity was applied, was microbial attach-
ment related to current intensity? Figure 2 
shows the attachment of SRB on the surface 
of FTO electrode at the same electric quan-
tity, but at various current densities. As shown 
in Figure 2a–d, the number of attached SRB 
cells markedly decreased with the increase 
of current density. The high cathodic cur-
rent of 400 mA/m2 effectively inhibited bac-
terial attachment and subsequent biofilm for-
mation. It was further demonstrated that 
although the same quantity of electric charge 
was applied, a low current of 100 mA/m2 pro-

Figure 2: Fluorescent images of sulfate-reducing bacteria cells attached to the surface of the fluorine-doped 
tin oxide electrode after applying the same quantity of electric charge: (a) 400 mA/m2× 30 hr, (b) 300 mA/m2× 
40 hr, (c) 200 mA/m2 × 60 hr, (d) 100 mA/m2 × 120 hr, and the control system: (e) No current × 30 hr, (f) No 
current × 40 hr, (g) No current × 60 hr, and (h) No current × 120 hr.
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moted bacterial attachment. When the electro-
static force between FTO and SRB was insuffi-
cient, cathodic polarization promoted the evo-
lution of hydrogen, which contributed to the 
growth of hydrogenase-positive SRB.[28] Thus, 
there was an increase in SRB cells attached 
to the FTO at 100 mA/m2. Given the above 
analysis, the attachment of SRB can be prop-
erly controlled by adjusting the electric quan-
tity in combination with a high current.

The effect of cathodic poten-
tial on the corrosion of X65 steel 
in SRB-containing seawater
Most microorganisms tend to colonize, pro-
liferate, and form a biofilm on metal sur-
faces, resulting in MIC. The initial attach-
ment of bacteria is a crucial step, which lays 
the foundation for the formation of biofilm. 
Therefore, it is important to prevent or delay 
bacterial attachment and growth for corro-
sion control. In marine engineering, the com-
monly used criterion for the effectiveness of 
cathodic protection is the polarization poten-
tial. Therefore,  −800 and −1,050 mV/SCE 
were selected as the applied potentials for 
this study. In addition, the cathodic poten-
tial ranging from −1,050 to −800 mV/SCE 
was impressed to X65 steel, that is, the neg-
ative potential of −1,050 mV/SCE was used 
to inhibit bacterial attachment in the rapid 
growth phase of SRB, and the inhibition effect 
of −800 mV/SCE on corrosion in the later stage  
was studied. The cathodic potential shifted 
negatively from −800 to −1,050 mV/SCE. 

OCP monitoring
The different OCP variations in both systems, 
SRB-inoculated medium and sterile medium, 
indicated that the activity of SRB affected the 
corrosion process of X65 steel. The OCP of 
X65 steel in the sterile system remained sta-
ble at around −670 mV/SCE. In contrast, the 
OCP values in the SRB system fluctuated sig-
nificantly and moved negatively to −718 mV/
SCE after 5 days. It was possible that the activ-
ity of SRB changed the electrochemical pro-
cess, providing a high driving force for the cor-
rosion of X65 steel. Subsequently, the OCP 
moved to a positive direction and stabilized 
at the potential of around −640 mV/SCE.

EIS measurements
For specimens in the SRB-containing medium 
at OCP, the diameter of the Nyquist plot 
increased from 1 to 4 days, then decreased 
with time gradually, and afterward increased 
again after 14 days. The increase of the Nyquist 
plot diameter was attributed to the formed 

biofilm and corrosion products providing some 
protection to the steel in the initial incubation 
time, which hindered the charge transfer pro-
cess. The decrease of the Nyquist plot diame-
ter indicated that the high SRB activity accel-
erated the corrosion of X65 steel. Meanwhile, 
the production of corrosive agents such as sul-
fide, organic acids, and/or inorganic acids by 
SRB promoted the anode dissolution of metal.
[7,15] After 14 days, the Nyquist plot diameter 
increased again due to the decline in the SRB 
activity. The peak of the phase angle shifted to 
a high frequency before 4 days and then to a 
low frequency. This situation indicated the for-
mation of a protective corrosion product film, 
followed by the breakdown of the film. In the 
presence of SRB at cathodic potential of −800 
mV/SCE, the diameter of the Nyquist plot was 
several times smaller than that at OCP, indicat-
ing that this cathodic potential had no protec-
tive effect on SRB-induced corrosion. When 
the potential of −1,050 mV/SCE was applied 
on the electrode, the diameter of Nyquist plot 
increased gradually. The impedance values 
were larger than that at OCP, which indicated 
that this potential effectively slowed down the 
corrosion in the presence of SRB. The poten-
tial ranging from −1,050 to −800 mV/SCE 
also offered some protection to the specimen 
toward further corrosion. The Nyquist plot for 
−800 to −1,050 mV/SCE was relatively volatile, 
and there may be a slight anodic dissolution.

The time-dependent changes of Rct fitted 
from the EIS data at various cathodic poten-
tials was studied. Generally, a higher Rct indi-
cates a lower corrosion rate of steel. At OCP, 
the Rct increased and reached the maximum 
value after 4 days, and then decreased gradu-
ally. The initial increase of Rct can be attributed 
to the production of biofilm and corrosion 
products that formed a protective film on the 
specimen surface. After 4 days, the number 
of active SRB increased rapidly and reached 
the maximum value at 7 days, which acceler-
ated the corrosion of X65 steel. In addition, 
the integrity of the protective film may be 
degraded, thereby forming an active corrosion 
cell between the FeS film (cathode) and the 
nearby metal substrate (anode), which resulted 
in a rapid decrease of Rct. However, in the case 
of the cathodic polarization, Rct was increased 
when the polarization potential shifted neg-
atively. The results were well matched with 
the cathodic protection theory mentioned in 
Evan's diagram; that is, the increase of pro-
tective potential increased the corrosion resis-
tance. The Rct with the highest increase was 
observed at −1,050 mV/SCE. It revealed that 
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anodic dissolution was almost inhibited at 
the cathodic potential of −1,050 mV/SCE.

Current densities' recording
It was observed that the current density 
decreased rapidly within a few hours and 
reached a steady state. Additionally, the 
cathodic current increased after a few days. 
This increase was suggested to result from the 
following factors: (a) cathodically produced 
hydrogen promoted an SRB activity and (b) iron 
sulfides produced by SRB were cathodic, rela-
tive to X65 steel, which may form a corrosion 
cell, resulting in a higher cathodic current.[29] 

pH variation
The pH values decreased abruptly in the 
SRB-containing culture solution with bac-
terial growth and then increased. The ini-
tial drop in pH values can be attributed to 
the generation of organic acids. SRB con-
sumed cathodic hydrogen through a hydro-
gen intermediate (i.e., hydrogenase) for 
the reduction of SO4

2−, as given below:

SO4
2- + 8H+ + 8e- → HS- + 3H2O + OH- (1)

The reaction increased the concentration 
of OH− because it consumed H+, increas-
ing, the pH of the solution. Although the 
changes in pH for all systems exhibited a sim-
ilar pattern, the pH values at various polar-
ization potentials were higher than that at 
OCP. This indicated that the alkalinity gen-
erated by cathodic polarization was higher 
than that by microbiological activity. 

Surface analysis
Figure 3 shows the SEM images of X65 spec-
imens at various polarization potentials after 
14 days of exposure in SRB-containing seawa-
ter. A large number of loosely discrete prod-
ucts were attached to the surface at OCP (Fig-
ure 3a). Numerous SRB cells were embedded 
in the corrosion products and biofilm matrix. 
The EDS results showed that the elements of 
corrosion products were mostly Fe, C, O, and 
S. Thus, the corrosion products were principally 
iron oxides, sulfides, as well as carbon-based 
compounds that accumulated from the culture 
medium. When the cathodic potential of −800 
mV/SCE was applied on the electrode, the cor-
rosion product layer was more compact (Fig-
ure 3b). It is observed that SRB cells still existed 
among the corrosion products. At −1,050 mV/
SCE, dense deposits were formed on the X65 
steel surface (Figure 3c) and no bacteria were 
observed on the surface. The EDS analysis indi-
cated the presence of calcareous deposits and 

Figure 3: SEM images of X65 steel at various potentials: (a,a1) OCP; (b,b1) −800 
mV/SCE; (c,c1) −1,050 mV/SCE; (d,d1) −1,050 to −800 mV/SCE, and (e,e1) −800 
to −1,050 mV/SCE after 14 days of exposure in the SRB-containing medium. OCP, 
open circuit potential; SCE, saturated calomel electrode; SEM, scanning electron 
microscope; SRB, sulfate-reducing bacteria.



Page 75 | Part V advancedopticalmetrology.com

a low amount of iron sulfides. The formation 
of calcareous deposits on the electrode surface 
was the result of negative protection poten-
tial producing high pH value, which was ben-
eficial to the deposition of calcium ions. At 
−1,050 to −800 mV/SCE, there were obvious 
corrosion cracks on the surface, which were 
caused by drying during specimen preparation 
(Figure 3d). At −800 to −1,050mV/SCE, the 
steel electrode contained a layer of corrosion 
products (Figure 3e) with extensive SRB cells.

Corrosion morphologies of X65 steel after 
removing corrosion products are shown in Fig-
ure 4. Some big and deep pits were observed 
at OCP (Figure 10a), which was attributed to 
anodic dissolution occurring on the steel sur-
face and SRB-induced pitting. At cathodic 
potential of −800 mV/SCE (Figure 10b), pitting 
corrosion still occurred. By contrast, the surface 
morphology of the specimen at −1,050 mV/
SCE was, in general, smooth with no appar-
ent pitting corrosion (Figure 10c). It was con-
sistent with the electrochemical result that cor-
rosion was prevented by a cathodic potential 
of −1,050 mV/SCE. At −1,050 to −800 mV/
SCE (Figure 4d), the general corrosion of X65 

steel was effectively controlled, except for a 
few small pits. When the cathodic potential 
shifted negatively from −800 to −1,050 mV/
SCE, these pits seemed to be wider but not 
deeper than that at −800 mV/SCE (Figure 4e).

XPS analysis
XPS spectra were employed to qualitatively and 
quantitatively determinate the corrosion prod-
ucts of the X65 specimen. For the Fe spectrum 
of corrosion products, FeSO4, Fe2O3, FeOOH, 
FeS, and FeS2 were detected in almost all spec-
imens. Interestingly, some iron sulfides were 
also found at the cathodic potential of −1,050 
mV/SCE. It can be hypothesized that a neg-
ative potential of −1,050 mV/SCE can play a 
better protective effect, but it cannot com-
pletely eliminate the occurrence of MIC. 

The influence of cathodic poten-
tial on SRB-induced corrosion
The SEM micrographs  in this study showed a 
significant reduction of the bacterial number 
on the cathodic surface polarized to −1,050 
mV/SCE. For most cathodic surfaces in the 
anaerobic condition, an impressed cathodic 
potential forced the following reactions:

Figure 4: Corrosion morphologies of X65 steel after removing corrosion products at various potentials: 
(a) OCP; (b) −800 mV/SCE; (c) −1,050 mV/SCE; (d) −1,050 to −800 mV/SCE, and (e) −800 to −1,050 
mV/SCE. OCP, open circuit potential; SCE, saturated calomel electrode.
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2H2O + 2e- → H+ + 2OH-. (2)

In this case, the production of OH− caused 
an increase of interfacial pH, which seemed 
high enough to inhibit the initial attachment 
of SRB. Furthermore, the surface charge on 
bacteria cells depended on interfacial pH, 
which determined the degree of protona-
tion of ionogenic groups associated with 
the cell wall to be  negatively charged. The 
microbial cell produced a negatively charged 
polysaccharide, glycocalyx; thus, its attach-
ment to the polarized surface was electro-
statically repelled when a cathodic poten-
tial of −1,050 mV/SCE was applied.[30,31]

Calcareous deposits were formed on the sur-
face of the cathodically polarized electrode. 
The increase in local pH, in turn, forced a shift 
in the equilibria of all chemical reactions involv-
ing calcium, magnesium, and carbonate:

HCO− + OH− → H2O + CO3
2−  (3)

Mg2+ + 2OH− → Mg(OH)  (4)

Ca2+ + CO3
2− → CaCO3  (5)

Cations such as Ca2+ and Mg2+ are required for 
bacterial adhesion as a “bridge.”[32] The pre-
cipitation of Ca and Mg ions caused a decrease 
in their local concentration due to the genera-
tion of OH−, thereby inhibiting the attachment 
of SRB to the surface of cathodically polarized 
X65 steel. These calcareous deposits also pro-
vided a physical barrier to general corrosion 
attack. At the cathodic potential of −1,050 mV/
SCE, the formation of calcareous deposits and 
the alkaline environment on the surface of the 
polarized electrode was not suitable for SRB to 
obtain electrons from the overly negative polar-
ized X65 steel and grow. According to the cor-
rosion morphology of X65 steel after remov-
ing corrosion products (Figure 4c), the protec-
tion potential of −1,050 mV/SCE was sufficient 
to control the corrosion induced by SRB.

The bacterial activity was not affected by 
the protection potential of −800 mV/SCE 
applied to the X65 steel. Besides the gen-
eral corrosion observed on the metal sur-
face, a type of localized corrosion was devel-
oped when the potential of −800 mV/SCE 
was applied to the SRB system (Figure 4b). 
Thus, −800 mV/SCE was not sufficient to 
inhibit SRB-induced corrosion. Some works 
have found that cathodic hydrogen genera-
tion at the cathodically protected surface pro-
moted the growth of hydrogenase-contain-

ing SRB.[32] Chemical species (including H+ 
ions) were reduced at the metal surface:

H+ + e− → [H].  (6)

The generated atoms [H] were transported 
to the biofilm and then oxidized by hydro-
genase enzyme to reduce SO4

2−. Further, 
H+ protons were adsorbed on the metal 
surface and reduced again. It was appar-
ent that the cathodic potential changed 
the bacterial metabolism and conse-
quently affected the current demand.

However, several studies indicated that SRB 
can also obtain electrons from metallic iron 
directly via membrane-associated proteins (e.g., 
cytochromes) to reduce SO4

2−.[33-35] There-
fore, the cathodic polarization potential must 
be lower than the optimal protection crite-
rion for steel due to the presence of SRB.

In the experiment conducted at the cathodic 
potential ranging from −800 to −1,050 mV/
SCE, the SEM observation (Figure 3e) indi-
cated that SRB strongly attached to the elec-
trode surface, despite the fact that potential 
negatively shifted to −1,050 mV/SCE after 7 
days. The reason was suggested that cathodic 
polarization was not sufficient to remove bac-
teria from the pre-existing biofilm.[29] When 
a potential of −1,050 to −800 mV/SCE was 
applied, the protective effect was similar to 
that at −1,050 mV/ SCE. It indicated that 
the changes in the metal interface caused by 
−1,050 mV/SCE were sufficient to suppress 
SRB-induced corrosion for a period of time 
after the potential shifted to −800 mV/SCE. 
However, long-term predictions require fur-
ther research in SRB-containing seawater.

CONCLUSIONS

In this study, it was demonstrated that the 
degree of SRB attachment on the electrode 
surface was associated with the electric quan-
tity and the intensity of the cathodic current. 
Due to the build-up of negative charges on 
the electrode surface, the cathodic current of 
400mA/m2×30 hr effectively inhibited bacterial 
attachment. In contrast, when a low cathodic 
current of 100mA/m2 was applied, bacte-
rial attachment and growth were promoted. 
Also, the attachment of SRB on the electrode 
surface was not inhibited by the potential of 
−800mV/SCE. The generated atoms [H] on 
the polarized surface contributed to the met-
abolic activity of SRB. A further negative shift 
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of the protection potential to −1,050mV/
SCE exhibited an effective inhibitory effect on 
SRB-induced pitting corrosion. The impressed 
charges, the increase of pH, and the forma-
tion of calcareous deposits on the electrode 
surface were the driving forces to inhibit the 
attachment of SRB. The cathodic potential 
ranging from −1,050 to −800mV/SCE also pro-
vided effective protection for X65 steel due to 
the interfacial changes caused by potential of 
−1,050mV/SCE in the first 7 days. However, at 
the potential ranging from −800 to −1,050mV/
SCE, pitting corrosion still existed on the elec-
trode surface, indicating that the applied 
potential of −1,050mV/SCE could inhibit 
SRB attachment, but it was not sufficient to 
remove SRB from the pre-existing biofilm.
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Comparison of Test Methods 
Used to Analyze Stress 
 Corrosion Cracking of Differ-
ently Tempered 7xxx Alloys
N. Magaji, R. Mayrhofer, B. Krger, et al.

ABSTRACT
 This paper compares and critically analyzes various test 
methods used to assess stress corrosion cracking (SCC) 
susceptibility of the alloy EN AW-7075 (Al-Zn-Mg-Cu) in 
various temper conditions. Constant load test in an alter-
nating immersion environment was used as the standard 
reference test. Constant displacement tests in the form of 
U-bend specimens and four-point loaded bend specimens 
was conducted in a neutral and acidic salt-spray fog test 
environment, an alternating salt spray fog environment, 
and alternating immersion environment. A novel incre-
mental step load test was also carried out in a continuous 
immersion environment. It was shown that the neutral 
salt-spray fog test environments could potentially substi-
tute the alternating immersion test for testing SCC sus-
ceptibility.

INTRODUCTION

The high-strength Al-Zn-Mg-Cu alloys (7xxx 
series) have drawn considerable attention in 
the automobile industry in the past few years. 
This is due to their high strength (up to 600 
MPa), light weight, and high resistance to cor-
rosion.[1] However, one of the main problems 
is their high risk of susceptibility to stress cor-
rosion cracking (SCC), which can lead to cata-
strophic failures in service.[2] Due to the com-
plex nature of SCC, there is currently no com-
mon consensus on possible mechanisms.[3,4]

SCC is highly influenced by the nature 
and magnitude of stress. Consequently, 
the choice of loading systems for test-
ing SCC can have a substantial impact 
on the test results.[5] The three commonly 
used stressing modes involve the applica-
tion of a constant total strain, a constant 
load, and the use of a constant strain rate.

The aim of this work is to compare and criti-
cally analyze the advantages and disadvantages 
of the most common SCC test methods for the 
assessment of SCC in high-strength Al-Mg-

03
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Zn-Cu alloys. This work aims to understand the 
practicality of each test method with respect to 
automotive applications and analyze the influ-
encing parameters that need to be considered 
when choosing an appropriate test method.

MATERIALS AND METHODS

Materials
The material, whose composition is given 
in Table 1, was received in 300 × 300 
mm[2] sheets of 1.5 mm thickness in three 
heat treatment conditions (Table 2).

Corrosion testing
Constant load test
The constant load test was carried out accord-
ing to ASTM G47-98.[6] Standard A80 sam-
ples according to DIN EN ISO-6892-1:2017–
02 were prepared by punching,[7] and they 
were uniaxially stressed to maintain a con-
stant load corresponding to 75% of their yield 
strength.[6] Each stressed sample was subjected 
to alternating immersion testing in an aque-
ous NaCl solution according to ASTM G44-
99 for a total duration of 30 days. A mini-
mum of three trials were carried out for each 
material. The main analysis parameter con-
sidered was the time to failure. Fracture sur-
faces were analyzed using a scanning electron 
microscope to determine the nature of frac-
ture. In addition, optical microscopy was car-
ried out on fractured and unfractured samples.

U-bend test
The U-bend sample preparation was performed 
according to ASTM G30-97.[8] U-bending sam-
ples were punched with an impact cutter and 
holes were drilled on either side. Spacers were 
used to ensure that bending did not exceed the 
final bend that was fastened. Once the sam-
ples were prepared, they were exposed to five 

environments for a definite period, or until fail-
ure of the sample. See Table 3 for details.

Four-point loaded bend test
The four-point loaded specimens were pre-
pared according to ASTM G39-99.[9] Four-point 
bending specimen holders support the spec-
imen at the ends and bend the specimens by 
forcing two inner supports against it. Once 
the samples were prepared, a minimum of 
three samples were exposed to two test envi-
ronments, namely DIN EN ISO 11997- 1 Cycle 
B and ASTM G44-99 (Alternating immersion 
test).[10,11] The main analysis parameter consid-
ered was the time to failure. SEM fractographic 
analysis of the failed samples was carried out 
to determine the nature of the fracture. 

Incremental step load test
In this test, specimens were subjected to an 
increasing step load cycle while being exposed 
to a test environment. The maximum load 
reached was used to compare the susceptibility 
of different alloys. One of the principal advan-
tages of this test is that it always ends with a 
failure and does not need to be stopped after 
a specific duration. The setup of this experi-
ment is similar to that of a constant load test, 
wherein an A80 sample is covered by a solution 
holder and uniaxially stressed. The test starts 
with a pre-load time of 96 h, in which the load 
is set to 50% of maximum load (load to fail-
ure). Thereafter, the load is increased every 
hour in steps of 5% of maximum force until 
the specimens fail. Throughout this load cycle, 
the sample is exposed to a test solution of 5% 
NaCl with an initial pH of 4, achieved by add-
ing HCl to the solution. The minimum load to 
failure was compared to determine the SCC 
susceptibility ranking. SEM investigations as 
well as optical microscopy were carried out to 
determine the nature of the fracture surface.

Si Mg Mn Cu Fe Zn Cr Ni Zr Al

0.07 2.43 0.05 1.58 0.16 5.94 0.21 0.01 0.02 Bal.

Table 1: Composition of the test material (wt%) 

Temper treatment Tempering process

T4 As delivered

T6 T4+ 130 °C for 13 h

T7 T4 + 115 °C for 6 h + 168 °C for 16 h

Table 2: Temper treatment cycles
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Analytical methods
Optical microscopy
After the test exposure duration, the samples 
were cleaned, and cross-sections of each spec-
imen type were prepared. These micro-sec-
tions were observed to determine the nature 
of the crack, the influence of other corrosion 
forms, and crack initiation sites. The micros-
copy was done using an Olympus® LEXT™ 
OLS4100 laser scanning digital microscope. The 
samples for each microstructural analysis were 
hot mounted under pressure with an epox-
ide resin. Subsequently, they were ground to 
1200 level grit and then polished. The etching 
of the samples was carried out by dipping the 
specimen in 10% phosphoric acid for 30 min.

Scanning electron microscopy
Fracture analysis of failed specimens was per-
formed using a scanning electron microscope 
(SEM) to determine the mode of failure and 
the nature of the fracture surface. The elec-
tron microscopy was performed with the MIRA 
Scan 3, from Tescan. A 10 V accelerating volt-
age was used for secondary electrons imaging.

RESULTS AND DISCUSSION

Characterization of materials
As expected, the T6 tempered alloy had the 
highest ultimate tensile strength and hard-
ness. The electrical conductivity was seen 
to increase with annealing duration.

Constant load test
The constant load test was used as a stan-
dard reference for this study due to the expe-
rience and knowledge base in this test. 

The results of the minimum time to failure 
for the constant load test, showed a clear 
influence of the temper treatment on the 
SCC susceptibility, with 7075-T4 being the 
most susceptible material, since it showed 
the fastest failure within 2 days of testing, 
followed by 7075-T6, which failed after 5 
days of testing. The 7075-T7 alloy passed 
the 30-day test limit without failure.

Environment Temperature Description Solution concentration pH
Maximum exposure 
duration

DIN EN ISO 
11997–
1:2016-5

Cyclic as shown 
in Fig.

Cyclic Humidity 5 wt% NaCl 6.5–7.2 42 days

DIN EN ISO 
9227:2012 NSS

35 ± 2 °C Continuous 
spray

5 wt% NaCl 6.5–7.2 30 days

DIN EN ISO 
9227:2012 
CASS

50 ± 2 °C Continuous 
spray

5 wt% NaCl + 0.26 g L−1 of 
(CuCl2⋅2H2O)

3.1–3.3 14 days

ASTM G44-99 Solution:23 ± 
2 °C

Alternating 
immersion

3.5% NaCl 6.5–7.5 30 days

Air: 23 ± 2 °C 
(anomaly from 
the norm which 
states 27 ± 2 °C)

DIN 
55665:2007–
01 (Outdoor 
Exposure Test)

Natural weather 
conditions

Weekly spray 3% NaCl solution 6.5–7.5 1 year

Table 3: Description of environments used in this study
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The metallographic examination of failed 
specimens revealed that the nature of the 
cracks was intergranular and multiple cracks 
were observed near the surface of the fail-
ure. Figure 1 shows the cross-section of 
the tested specimen. While 7075-T4 and 
7075-T6 show localized corrosion influ-
ence, the 7075-T7 alloy shows crack initia-
tion from an intergranular corrosion site. 

Moreover, the SEM fractography of tensile 
tested samples in air revealed a ductile frac-
ture surface with a typical honey-comb struc-
ture. In comparison, the fracture surface of 
the sample that failed during the SCC test 
showed an intergranular fracture surface, 
which is mostly brittle in nature. Primary cracks 
along with secondary branching are also visi-
ble on the surface. The failed sample of 7075-
T6 alloy also showed a similar fracture sur-
face, with a brittle quasi cleavage structure 
with primarily intergranular fracture surface.

These results indicate that the failure mecha-
nism is intergranular in nature and correlate 
well with investigations by Schnatterer and 
Zander,[12] who got the same ranking of sus-
ceptibility using the SSRT test. They attributed 
the higher SCC susceptibility of 7075-T4 to the 
substantial IGC influence, due to anodic dis-
solution of the MgZn2 precipitates and lower 
SCC susceptibility of the over-aged alloy to 
incorporation of Cu to the grain boundary pre-
cipitates, resulting in an increase of their poten-
tial. Speidel et al.[5] also observed that over-ag-
ing (T7) greatly decreases the SCC susceptibil-
ity of high copper containing alloy, attributing 
it to formation of nobler Cu containing pre-
cipitates and, therefore, reducing anodic dis-
solution. However, a deeper understanding of 

this mechanism can only be obtained through 
TEM observations and grain boundary studies 
of the materials and the effect of tempering.

U-bend test
The 7075-T4 alloy underwent the earliest fail-
ure in all the corrosive environments as in the 
constant load test. It failed within a span of 
two days in all the considered environments. 
The failures of 7075-T6 were slightly delayed 
compared to the T4-treated samples in all the 
environments. The longest time observed for 
failure of this material was found for the alter-
nating immersion test of 15 days. The 7075-
T7 alloy showed no complete failure after the 
maximum duration of tests. However, it must 
be noted that samples of this temper from the 
alternating immersion test and the CASS test 
showed micro-cracks in optical microscopy. 

The output of these results has direct correla-
tion with the standard reference test. Compar-
ing the time to failure of alloys in the different 
environments, the ranking of susceptibility is 
the same in all the environments. Interestingly, 
the correlation of the ranking produced by the 
fog tests, to the outdoor exposure test is also 
substantial. This good correlation of the climate 
tests to the outdoor exposure test shows a 
potential for the use of climate-chamber tests, 
which are a common practice test in automo-
tive corrosion testing. The salt spray tests could 
be further developed to test SCC and poten-
tially replace the alternating immersion test. 

The DIN EN ISO 9227–2012 CASS test shows 
the highest corrosion influence of the four 
environments tested. This could be due to its 
acidic nature, higher temperature, the pres-
ence of higher chloride ions (due to presence 

Figure 1: Cross-sections of the constant load specimens observed under optical microscopy. (a) 
7075-T4, (b)7075-T6, and (c) 7075-T7
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of copper chloride), and due to the localized 
galvanic corrosion by copper ions. However, 
it is noticed in the micrographs and SEM frac-
tographs that stress corrosion cracking, in 
this environment, is accompanied by severe 
forms of corrosion, especially intergranu-
lar corrosion. This makes it difficult to deter-
mine the exact cause of failure, deeming this 
environment inappropriate to test SCC. 

Figure 2a shows the crack surface of the 
7075-T4 alloy after 2 days of exposure to 
the neutral salt spray environment (DIN EN 
ISO 9227-2012 NSS). It represents the typi-
cal crack propagation direction observed in 
all the failed samples. Branching of the crack 
surface and multiple cracks are visible. 

These cracks could also possibly be initi-
ated before the cracks that led to failure. 
Hence, multiple cracks could lead to a sig-
nificant relaxation of stress as compared to 
one propagating crack, leading to slower 
crack propagation and crack arrest. It can 
also be seen from the etched sample (Fig-
ure 2b) that the crack propagation is inter-
granular in nature. This factor could influ-
ence the results, while considering time to fail-
ure as primary criteria to qualify materials. 

It is also observed that the crack initiates per-
pendicular to the surface and on further prop-
agation changes its direction to parallel to 
the upper surface and arrests within the sam-
ple before failure. The U-bend sample has 
uneven stress distributions within the sam-
ple due to its high plasticity. Once a crack 
initiates in these regions, the stress distri-
bution in the U-bend sample changes. The 
stress direction could also change, hence 

changing the crack path as well. This uneven 
change in stress distribution is an import-
ant factor to be considered in SCC testing.

Four-point loaded bend specimen
A comparison of the results of this test with the 
reference test, both in an alternating immer-
sion environment, gives a clear difference in 
the effect of loading mode, since they were 
both stressed to 75% of the yield strength and 
exposed to the same environmental condition. 
The 7075-T6 alloy, in the constant load test, 
showed earliest failure after 5 days of expo-
sure, whereas the same alloy in the four-point 
load bending test did not fail within 30 days of 
exposure. This could be attributed to the stress 
relaxation that occurs in the four-point load 
test on the initiation of the crack on the edges. 
On the other hand, crack initiation in the con-
stant load test leads to the increase of stress on 
the remaining sample, leading to faster prop-
agation of cracks and faster failure. This result 
agrees with the results of Brenner et. al. who 
also attributed the faster failure of the con-
stant load test to stress concentration.[13]

During the four-point bending test, we 
observed that the failure crack was in the con-
tact region of the roller and the specimen, 
rather than the expected region of the sample 
between the contact rollers where the stress 
is distributed. There are two possible factors 
for this behavior or the combination of both, 
that results in this cracking. The first factor is 
the frictional stress at the point of contact of 
the roller and the specimen as explained by 
Turnbull et al.[14] This failure adds unknown 
stresses to the induced stresses in the speci-
men. This error on the stress invalidates the 
advantage of knowing the exact stress to fail-

Figure 2: (a) Failed 7075-T4 sample after 1 day of exposure to the DIN EN ISO 9227:2012 NSS envi-
ronment and (b) etched and magnified image showing intergranular fracture.
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ure in this type of specimen. The second factor 
is the crevice corrosion that could take place 
at the contact point as mentioned in ASTM 
G39-99.[9] This crevice corrosion near the con-
tact point is accompanied by an increase in 
hydrogen contents possibly leading to hydro-
gen included failure in this region. Since this is 
an uncontrolled process, it could lead to hin-
drance of the testing of SCC, and it becomes 
difficult to ascertain the parameters to failure. 

Incremental step load test
The incremental step-load test is a novel test 
used in this study for testing the susceptibil-
ity of stress corrosion cracking of aluminum 
7xxx alloys. The advantages of this test include 
the shorter timespan of the experiment of a 
maximum of 106 h, as compared to the other 
tests that ran up to 30 days or more. Another 
huge advantage of this test, as with the slow 
strain rate test, is that the test ends with fail-
ure for all the samples and does not need to 
be stopped at any arbitrary time, eliminat-
ing the uncertainty of whether the time ascer-
tained for the test is appropriate. Although a 
practical application of incremental loading of 
stress may not be reasonable in real-world con-
ditions, this test could be suitable for qualita-
tive comparison of susceptibility of alloys by 
two factors, namely time to failure and max-
imum stress withstood. This gives a good 
qualitative ranking capability when alloys are 
to be compared. In this work, the results of 
the incremental step load test showed good 
agreement with the standard reference test.

The proposed mechanism taking place in this 
test is comparable to that of SSRT. Since SCC is 
a time dependent process, the aim of the pre-
load time, in which the sample is exposed to 
the corrosive 5% NaCl solution and stressed 
at a load of 50% of the ultimate tensile 
strength, is to initiate stress corrosion crack-
ing in the material, assuming that the stress is 
sufficient to do so. Once the crack is initiated 
after the pre-load time, the stress is increased 
and held in that stress state for a given time. 
The aim of this hold time is to induce SCC 
within the opened regions of crack, as in the 
slow strain rate test, producing then a com-
plete brittle fracture. Since this is a load-driven 
test, the initiation of a crack would result in 
the increase of stress in the remaining speci-
men. This could lead to plasticity in the remain-
ing region, hence, leading to a higher prob-
ability of stress corrosion cracking to occur. If 
the hydrogen induction mechanism is taken 
into consideration, the hydrogen atoms have 
time to be adsorbed into the open crack sur-
face, and an increase of stress could increase 
the movement of hydrogen within the mate-
rial by movement of dislocations. This induc-
tion of SCC would then differ with difference 
in susceptibility of materials, leading to failure 
of more susceptible alloys at lower stresses and 
vice versa, thus creating a ranking of the alloys. 

The incremental step-load test considers two 
parameters to determine susceptibility of the 
alloy, namely the maximum stress withstood 
for the step loading and the time to failure. 
The 7075-T4 did not withstand the preexpo-
sure duration and failed after 48 h of expo-

Figure 3: 7075-T6 fracture surface after failure at 55% Fmk in the incremental step load test. 
(a) Center of the cross section and (b) near the cut edge of specimen.
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sure to 5% NaCl with a stress of 50% of the 
maximum load to failure (Fmk) followed by 
the failure of 7075-T6 at 63 h. The minimum 
load to failure ranged from 50% to 85%. The 
over-aged alloy did not show any susceptibil-
ity and passed the maximum load step of 95% 
Fmk. It is interesting to note, the correlation 
between these results to the other tests and 
the similarity of the ranking of the materials.

Figure 3 shows the fracture surface of 7075-
T6 which failed at a stress of 55% Fmk, where 
Fmk stands for maximum load to failure. Two 
regions, one at the center of the specimen 
cross-section and another near the cut edge, 
show very different morphologies. The former 
shows both brittle and ductile areas. The region 
near the cut edge, however, shows a com-
plete brittle intergranular cracking with branch-
ing. This difference in morphology could be 
attributed to the stresses present at the edges 
due to cutting. This could also explain the dif-
ference in failure stresses ranging from 50% 
Fmk to 85% Fmk. The embrittlement near the 
edges could be due to the effect of the plas-
tic deformation of the edges due to punch-
ing, which causes substantial residual stresses 
on the specimen. The initiation of cracks due 
to this, could be uneven depending on the cut 
edges and these cracks could result in an over-
load on the rest of the material, once the crack 
is initiated from the edge. This explains the 
ductile regions visible in the center of the frac-
ture specimen. In order to reduce the effect of 
cut edges, it is proposed that the test be opti-
mized by use of milled or lasered specimens.

Critical analysis of the test methods
This work demonstrates the importance of 
loading mode and magnitude during SCC test-
ing. Two specimens in constant total strain 
mode were examined: U-bend and 4-point 
loaded bend specimen. It was seen that the 
plastically strained U-bend test showed fast 
results as compared to the elastically 4-point 
bend test, due to a higher magnitude of 
stresses. However, the disadvantage of plas-
tic straining is the complex calculation of 
stresses within the sample and uneven dis-
tribution of stresses. This inhomogeneous 
stress distribution does not allow for a quan-
titative determination of threshold stresses 
for SCC failure. It must also be considered 
that elastically strained specimens undergo 
stress relaxation once the crack initiates. The 
extent of this relaxation is dependent on the 
sample holder and the specimen size.[15]

On comparison of constant load and constant 
strain mode, the stress concentration increases, 
in a constant load mode, once the crack initi-
ates. This makes the constant load test a more 
severe test. Multiple cracks were also observed 
in failed specimens, which could lead to inho-
mogeneous  stress relaxation.[16] All the envi-
ronments tested in this work were found to 
be sufficiently aggressive to cause SCC. The 
same susceptibility ranking was obtained in 
all the environments and the outdoor expo-
sure test. However, each environment had 
different speeds of failure. The slowest was 
the alternating immersion test, which could 
be explained by absence of free atmospheric 
hydrogen ions present in the test, as compared 
to the salt spray fog test. The severest test 
was the CASS test, which could be attributed 
to its low pH, high temperature, higher chlo-
ride ions, and presence of Cu2+ ions, which 
could lead to localized galvanic corrosion. 
However, optical microscopy showed, that 
this test was highly influenced by other cor-
rosion forms, such as intergranular and pit-
ting corrosion. These other corrosion forms 
could have a substantial influence on the time 
to failure as well, making it an inappropri-
ate test method to test SCC. A detailed anal-
ysis of the influence of pH, salt-content, tem-
perature, and other environmental factors 
needs to be carried out in order to develop 
an appropriate SCC testing environment. 

CONCLUSIONS 

Four tests were conducted, compared, and crit-
ically analyzed to determine an SCC susceptibil-
ity ranking for differently tempered 7075 alloys. 
The following is a summary of the important 
observations and results obtained in this work.

1. Comparison of various environments used in 
this thesis showed that the acidic DIN EN ISO 
9227:2012 CASS environment had the stron-
gest corrosion influence on the tested mate-
rials. However, the SCC was also accompa-
nied by other forms of corrosion, which could 
possibly affect the test results. The results 
of salt-spray tests, DIN EN ISO 9227:2012 
NSS and DIN EN ISO 11997-1(B), showed 
that these tests can be appropriate substi-
tutes for the standard alternating immer-
sion environment. Since these test environ-
ments are well established in the automo-
tive application, they have the potential to 
be further used for testing SCC susceptibil-
ity of 7xxx alloys for automotive application.
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2. The U-bend test was easy to execute and 
economically viable. It also exhibited a good 
qualitative differentiability of SCC susceptibil-
ity of the 7075 alloy to SCC, which was con-
firmed by the correlation to the reference 
test as well as the outdoor exposure test.

3. The U-bend test showed fast results due 
to the large plastic strains on the specimen, 
hence, it is appropriate for an accelerated qual-
itative test. However, influence of stress relax-
ation and stress-redistribution due to crack 
formation must be thoroughly analyzed to 
use this test for commercial applications. 

4. The U-bend test also shows a large 
dependence on sample preparation. 

5. The four-point loaded bend samples did not 
produce a good differentiability of SCC suscep-
tibility within the timeframe of the test. This 
was attributed to stress relaxation of the speci-
men on crack formation. Moreover, the failure 
of specimens was partly associated with crev-
ice corrosion and frictional stress at the point 
of contact of the metal and stressing frame. 
These factors must be taken into consideration 
for further application of this test method. Pos-
sible improvements in this test could include 
concentration of the stress in the center of the 
specimen by means of notching or punching.

6. With the present parameters of the incre-
mental step load test, it was seen that it 
was difficult to determine the cause of fail-
ure in this test. The test parameters were 
seen to have a substantial influence on the 
result. The optimization of the parameters, 
such as pre-load timing, step duration, dif-
ferent environmental parameters, and mill 
finished edges, could be beneficial for the 
future use of this method as an accelerated 
test for SCC susceptibility of 7xxx alloys. 

7. The naturally aged 7075-T4 alloy 
showed the highest susceptibility in all 
the tests, followed by the peak-aged 
7075-T6 alloy. The over-aged 7075-T7 
alloy showed reduced susceptibility.
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Microstructure Analysis  
of Corrosion Resistance of  
Cast AlCu4Mg1 Alloy
I. Hren, S. Kusmierczak, K. Kurajdov

ABSTRACT

 In the automotive industry, the demand for aluminium 
 alloys is growing every year and the requirements for 
these alloys are also increasing. This article discusses the 
evaluation of corrosion resistance of cast rods from  alloy 
EN AW 2024. Experimental samples were laboratory 
subjected to a standard corrosion test according to CSN 
ISO 4287. Corrosive behavior was evaluated using light 
and electron microscopy. Furthermore, an analysis of the 
hardness of the material and the chemical composition 
was carried out. A map of corrosion-affected phases of 
the microstructure was also created, depending on time. 
This, together with the course of hardness, provides a 
comprehensive overview of the corrosion behavior of 
cast rods, which will serve as a starting point for further 
 research in the field of barrier protection.

INTRODUCTION

The use of aluminum alloys in aerospace 
and automotive engineering products places 
increased demands on the corrosion resis-
tance of materials to improve operational reli-
ability and extend product life. The exclusion 
of possible causes of accidents and failures of 
automotive equipment (AE) due to the corro-
sion of aluminum alloys is based on compre-
hensive studies of climatic resistance of mate-
rials in their development and certification 
phase, rational design of AE products, exclud-
ing stagnant zones, as well as controlled oper-

ation, accompanied by timely identification and 
elimination of emerging corrosion damage. 

Commonly used methods for assessing the 
corrosion status of an AE product are visual 
inspection and nondestructive testing. For alu-
minum alloys, the formation of pitting (PC) and 
intergranular corrosion (IC) is the most critical. 
Pitting corrosion develops mainly in the direc-
tion of maximum deformation and is accom-
panied by peeling of individual metal parti-
cles so that it can be detected visually with-
out the use of instrumental research methods. 
On the other hand, IC, in which destruction 
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occurs along the grain boundaries deep into 
the semi-finished product, cannot be detected 
by the naked eye, so nondestructive meth-
ods are required. Not much work has been 
done to study the effect of the degree of sen-
sitivity of alloys on MCC and the change in 
their mechanical properties after casting.

There is a need to study the influence of IC 
in climatic tests of structural aluminum alloys 
operating in conditions of increased aggres-
siveness of the atmosphere to change mechan-
ical properties, which is necessary for the 
development of preventive measures aimed 
at improving reliable car operation. The aim 
of the article is to investigate the corrosion 
behavior of aluminum alloy 2024 in a salt envi-
ronment with respect to the surface condi-
tion of the corrosion product in the alloy.

RESEARCH MATERIAL AND 
METHODS

The composition of the alloy 2024[1] is given 
in Table 1. Macro-photographies of obtained 
samples were registered using a Canon EOS 
1200D camera. Metallographic specimens 
were prepared by grinding on waterproof abra-
sive papers (P180, P320, P600, P1200, and 
P2000) and polishing using water suspen-
sions of polycrystalline diamond with grain 
size of 3 and 1 µm. Microstructural inves-
tigation was performed by means of light 
microscopy (Olympus® LEXT™ OLS5000 3D 
measuring laser microscope with 4K scan-
ning technology and Olympus MXU soft-
ware). A Tescan VEGA3 electron microscope 
was used to examine the microstructure of 
the alloy by SEM.  The chemical composition 
of selected phases precipitated in the micro-
structure was analyzed by energy dispersive 
X-ray spectroscopy (EDX) using an analyzer 
and SW Esprit 1.9. The Vickers hardness of 
the material according to the standard ČSN 42 
0374 was measured at a load of 0.025 kgf.

Si Fe Cu Mn Mg Cr Zn Ti Al

0.54 0.4 3.75 0.6 0.5 0.05 0.11 0.028 rest

Table 1: Chemical composition of EN AW 2024 alloy

RESULTS AND DISCUSSION

Microstructure analysis
The microstructure of the cast material (Fig. 1) 
consists of dendrites, which have a uniform 
distribution and comparable size. There is a 
clear occurrence of interdendritic porosity, 
which is typical for this type of Al alloy.[1–5] The 
microstructure of the experimental alloy EN 
AW 2024 in the cast state consists mainly of 
binary eutectic α + CuAl2 and a small amount 
of ternary eutectic α + CuAl2 + Cu2Mg2Al5. 

MICROSCOPIC EVALUATION 
OF CORROSION ATTACK ON 
THE ALLOY 

A salt spray test was performed according 
to CSN 038137. The samples were exposed 
to corrosion in a Liebisch S400 MTR corro-
sion chamber for the time specified in CSN 
ISO 8407.[6] The test was graded with expo-
sure times of 168, 240, 480, and 720 hours. 
The individual cycles were performed in a 
test medium of 5% NaCl, concentration 
50 g / l, at a temperature of 35 ± 20 °C (95 
+ 68 °F), and the pH of the solution was 
6.5 to 7.2. The exposure time and label-
ing of the samples are given in Table 2.

At the end of the test, the samples were 
removed for corrosion, cleaned, dried, 
and metallographically prepared. Eval-
uation of corrosion attack was per-
formed using a light microscope. 

Figure 1: Microstructure of alloy AA 2024 with 
identified phase; mag. 500x.
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After 168 hours of exposure in a corrosive 
environment (Fig. 2), uneven local areas of 
corrosion attack were visible in cross sec-
tion. The microscope images indicated it 
was pitting corrosion.  The pits were rela-
tively large, such as the documented corro-
sion degradation: length 16.44 µm and depth 
of the pit 6.22 µm. The detail documents 
the state of grain boundaries in the subsur-
face layers of the experimental sample.

After 240 hours of exposure in a corrosive 
environment (Fig. 3), significant pitting cor-
rosion in the sample can be seen, while with 
the time of exposure in the corrosive environ-
ment, the pitting grows unevenly (e.g., width 
21.083 µm and depth 8.19 µm). There is also 
a significant weakening of grain boundaries 
by corrosion products in subsurface layers.

After longer exposure times, the corrosion 
attack spread in all directions.  For clarity, Fig-
ure 4 shows examples of pitting corrosion and 
the formation and spread of IC after only 480 
hours of exposure in a corrosive environment. 
Figure 4 shows the exclusion of phases along 
grain boundaries and interdendritic porosity 
at grain boundaries.  In this case, the corro-
sion products penetrate to a depth of 75 µm 
from the sample surface. The detail documents 
the violation of the cohesion of the material.

After 720 h of exposure of the sam-
ple to a corrosive environment, intergran-
ular corrosion spreads in all directions, 
which is shown in Fig. 5. The exclusion of 
Al2Cu phases along grain boundaries is evi-
dent here. Intergranular corrosion pene-
trates up to 95 μm below the alloy surface. 

Table 2: Marking of EN AW 2024 alloy samples after corrosion test

Corrosion load time 168 hours 240 hours 480 hours 720 hours

Sample identification A B C D

Figure 2: Corrosion attack, exposure in a cor-
rosive environment; 168 h.

Figure 3: Corrosion attack, exposure in a cor-
rosive environment; 240 h.

Figure 4: Microstructure of the sample after 
480 h in a corrosive environment.
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EDX ANALYSIS OF SAMPLE 
MORPHOLOGY 

The study of the surface morphology of 
the samples was performed using elec-
tron microscopy. In all cases, a TESCAN 
VEGA 3 electron scanning microscope 
was used for imaging, while the sam-
ples were always studied at a magnifica-
tion of 1,000x, 2,500x, and then 4,000x. 

Figure 6 shows that in an area where IC 
occurs, corrosion products have penetrated 
into the α-matrix that surrounds them. An 
increased distribution of O was observed. 
This confirms the recording of the area 
EDX analysis and the quantification of the 
results of the area EDX analysis in both areas 

(Figs. 6 and 7), where the oxygen con-
tent was measured up to about 23% wt.

EVALUATION OF THE COURSE 
OF HARDNESS 

Another evaluation of the experimental sam-
ples was to examine the course of hardness 
depending on the depth of occurrence of cor-
rosion products, which are essentially inter-
metallic phases. The hardness of the sample 
without corrosion was 80 HV. The hardness 
decreases toward the core of the sample, as 
the amount of corrosion products decreases 
from the surface to the core of the sample.

CONCLUSION  

Based on the performed experiments, five sam-
ples were made from EN AW 2024 alloy, which 
were subsequently subjected to a detailed 
examination, during which the influence of 
the corrosion environment on the structure 
of the material and its properties (hardness) 
was studied.  Based on the performed analy-
ses, the following conclusions were reached:

•  After 168 to 240 hours of exposure to salt 
spray, an uneven distribution of pitting cor-
rosion was found with a penetration of 
16 mm below the surface of the material

•  After 480 hours of exposure to salt spray, 
an uneven distribution of pitting and inter-
granular corrosion was found, which 
occurs in dendritic cores as these areas 
are depleted of Cu in the micro-segrega-
tion, and penetrates to a depth of 50 mm

Figure 5: Microstructure of the sample after 
720 h in a corrosive environment.

Figure 6: Microstructure of Sample C, elemental cross-sectional maps of the sample.
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•  For a sample after 720 hours of salt spray 
exposure, the microstructure shows an 
uneven distribution of pitting and inter-
granular corrosion closely associated with 
interdendritic phases, with penetration 
up to 95 μm below the alloy surface

•  Samples after 480 and 720 hours show inter-
granular corrosion, which begins to act at 
grain boundaries that are rich in Al2Cu and 
continues in areas of α-phase depleted by 
Cu; area EDX analysis confirmed areas of 
intergranular corrosion in the α-matrix, and 
an increased distribution of O was observed

•  From the performed hardness analy-
sis, it can be seen that the reduction of 
the hardness of the material is associated 
with the reduction of the number of Cu 
in the α-phase regions, which was con-
sumed for the formation of corrosion prod-
ucts in the form of intergranular corrosion
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Introduction

 The term particle is derived from Latin, where the prefix 
“part” means a portion of something, and the suffix  
“–icle” is equivalent to small. Its meaning depends on the 
subject but is generally used to name a portion of matter 
with reduced dimensions. There is a whole field called 
particle physics that studies the elemental particles that 
form matter. However, elemental particles like electrons, 
protons, quarks, etc., are not what chemists and materials 
scientists mean when they refer to particles. For them, a 
particle is the smallest fragment of matter that maintains 
the chemical properties of a body. In this sense, atoms and 
molecules are particles, but most of the time, the term 
particle is used to refer to micro and nanoparticles.

A nanoparticle is a particle with a size  
between 1 and 100 nm, although the term 
is used for particles up to 500 nm and for 
fibers, tubes, or rods that are less than 100 nm 
in at least one dimension.[1] Metal particles 
smaller than 1 nm are referred to as “atom 
clusters.” Other classes include microparticles 
(1–1000 µm), fine particles (100–2500 nm), 
and coarse particles (2500–10000 nm).

UNIQUE PROPERTIES

Nano and microparticles are distinctive 
materials that have enormous technolog-
ical and scientific value. They are used in 
many applications, including energy, medi-
cal, and environmental. Even though nano 
and microparticles have the same compo-
sition as analogous bulk material, they dis-
play very interesting optical, electrical, ther-
mal, and magnetic properties. Materials sci-
ence has developed several methods to tune 
these properties for specific applications.

Nano and microscale particles have two tech-
nologically relevant features. First, partic-
ulate systems have a very high surface-to-
weight ratio. As a result, surface energies are 
large with respect to volumes, and, there-
fore, the energetics of reactions (and rates) 
are different. This characteristic makes them 
valuable for a wide range of applications 
such as coatings, catalysts, adsorbents, and 
more. On the other hand, when the scale 
is about a few nanometers, new properties 
and new striking phenomena take place. 

Properties such as melting point, fluores-
cence, electrical conductivity, magnetic per-
meability, and chemical reactivity change as 
a function of the particle’s size.[2] For exam-
ple, at the nanoscale, quantum effects are 
dominant, which is why semiconductor quan-
tum dots emit different wavelengths of light 
depending on their nano-size.[3] Another 
example is magnesium (Mg), where the 
number of atoms and the size of the clus-
ter/particle, determines the electronic band 
gap of the material. The electronic proper-
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ties of the clusters or particles change from a 
semi-conductor (<18 atoms) to metallic.[4]

Nanoparticles made of gold and silver exhibit 
size-dependence in their optical properties. [6] 
For example, Figure 2 shows where different 
shapes and sizes determine a material’s optical 
properties. Gold and silver nanoparticles  
absorb and scatter light very efficiently.  

They interact strongly with light because the 
conductive electrons on the metal surface 
undergo a collective oscillation when they are 
excited by light at specific wavelengths; this 
is known as surface plasmon resonance (SPR). 
The absorption and scattering properties  
of these nanoparticles can be tuned by con-
trolling the particle size, shape, and the local 
refractive index near the particle surface.[6]  

Figure 2: Size, shape,  
and composition determines 
the Rayleigh light-scattering 
properties of various nano-
particles.[8]

Figure 1
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Gold and silver nanoparticles have diverse 
applications in drug delivery, such as determin-
ing and sensing drugs in pharmaceuticals.[7] 

DIVERSE SHAPES AND 
 SYNTHESIS PATHS

Based on their shape, nanoparticles can occur 
as nanosheets or nanofilms, which have at 
least one dimension in this size range; and 
nanorods and nanoparticles, which have 
two and three dimensions in this size range, 
respectively. There are also nanotubes, which 
are nanoscale materials that have a tube-
like structure (e.g., carbon nanotubes).

Nano and microparticles are usually synthe-
sized using physical and chemical methods. In 
physical methods, particles are generated by 
decreasing the size of the source material (top-
down approach). Physical techniques include 
milling, gas condensation, electro-spraying, 
lithography, and thermal decomposition. On 
the other hand, in chemical methods, particles 
are created by nucleating and growing par-
ticles from atomic or molecular precursors in 
the liquid or vapor phase of a chemical reac-
tion (bottom-up approach). Chemical meth-
ods include microemulsion, emulsion polym-
erization, hydrothermal, microfluidic, chem-
ical vapor, pyrolysis, and sol-gel processes. 
Chemical methods generate nanostructures 
with fewer defects, enable more complex and 
homogeneous compositions, and are easily 
scalable for low-cost and rapid fabrication.

UNCOUNTABLE APPLICATIONS

Several industries benefit from nano and 
microparticles. The microelectronics indus-
try—one of the first to use nanoparticles—
supplies an annual market of 500,000 mil-
lion dollars (2016).[9] Today, medicine is one 
of the most promising areas for the applica-
tion of microparticles to treat specific diseases, 
as drug delivery systems and/or nano/micro-
actuators.[10] Moreover, in the field of energy, 
microparticles are being used to develop sys-
tems with greater energy storage capacity, as 
in the case of carbon nano tubes in modern 
batteries.[9] Likewise, energy capture capac-
ity can lead to the development of devices 
that produce their own energy with a signif-
icant advantage over wiring or batteries. The 
food industry also sees advantages in the use 
of nanoparticles, since they can be used to 

detect changes in food at early stages, helping 
avoid contamination prior to consumption.[9] 

As our understanding of how we can develop 
and improve the synthesis and characteri-
zation methods of nano and microparticles, 
we will continue to find new applications 
that help solve global challenges in appli-
cations like energy, health, and food, pos-
itively impacting our daily lives thanks to 
their fascinating and tunable properties.
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Microfluidic Synthesis  
of Liquid Crystalline Elastomer 
Particle Transport Systems that 
Can Be Remote-Controlled 
Magnetically
D. Ditter, P. Blümler, B. Klöckner, et al.

ABSTRACT  
 The synthesis of liquid crystalline elastomer (LCE) parti-
cles, which can be remote-controlled magnetically and 
used as transport systems, is presented for the first time. 
Ferri-magnetic, rod-shaped Fe3O4 nanoparticles are func-
tionalized to make them compatible with organic LCE 
precursor compounds. Their influence on the LCE precur-
sor alignment is studied and thermoresponsive as well as 
photoresponsive LCE microparticles are synthesized with a 
microfluidic device. The potential of synthesized LCE parti-
cles as transport systems is demonstrated by the transport 
of plastic, textiles, or copper, which can be pushed just 
due to magnetic forces or transported in general by taking 
advantage of the phase-dependent “stickiness” of LCEs. 
These studies open doors to novel applications of LCEs as 
microrobots using magnetism as a control.

INTRODUCTION

The interest for microactuators grow con-
stantly.[1–4] Recently, a transition from hard and 
rigid to soft and flexible microactuators took 
place, probably because of the easy corrosion 
and low biocompatibility of hard actuators.[5,6] 
An emerging smart soft actuator material is liq-
uid crystalline elastomers (LCEs), which can be 
triggered with diverse stimuli fields like heat, 
light, or electric.[7,8] They consist of mesogenic 
groups, which are incorporated in an elastomer 

network and thus combine the orientational 
order of the LC phase with rubber elasticity.[9,10]

To move LCEs magnetically, they have to 
be made magnetic. An approach to realize 
this is the integration of magnetic compo-
nents like ferri-magnetic Fe3O4 nanoparticles. 
For this purpose, such inorganic nanoparti-
cles can be functionalized with polymers to 
make them compatible with the organic LC 
matrix.[11] So far, LCEs containing magnetic 
nanoparticles were mainly synthesized to trig-
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ger their phase transition/actuation through 
heating with AC electromagnetic fields.[8,11,12] 
However, to the best of our knowledge, no 
attempts were made to use magnetism for a 
controlled movement of LCE particles in space. 

In this publication we present a route to 
 synthesize a large amount of thermo- and  
photoresponsive LCE microparticles with 
a microfluidic setup. They can be moved 
in magnetic fields with high precision 
and are suitable as transport systems.

MATERIALS AND METHODS

Materials and Reagents
The liquid crystalline monomers, crosslinker, 
the dye for the initiator, the Fe3O4 nanorods 
were synthesized as described in the litera-
ture (see doi.org/ 10.1002/adfm.201902454 
for references). 1,6-Hexanediol diacrylate 
was purchased from Alfa Aesar. The pho-
toalignment material ROP-108 EXP001 was 
purchased from Rolic Technologies Ltd. 
4- Cyano-4-(thiobenzoylthio)pentanoic acid 
and the silicone oils (100 cSt and 1000 cSt) 
were purchased from Sigma Aldrich. Hydro-
fluoroether Novec HFE-7300 was purchased 
from 3M. Microscope slides (size: 76 × 26 mm, 
thickness: 1 mm) were purchased from CARL 
ROTH. Tetrahydrofuran was purchased from 
Fisher Scientific. Ethanol and Hellmanex III con-
centrate were purchased from VWR Chemi-
cals. Butyryl choline butyltriphenylborate (Borat 
V) was purchased from Spectra group limited. 

PTFE tubings for the microfluidic device were 
purchased from WICOM. Fused silica capillary, 
T-junction, nuts and ferrules for the microfluidic 
device were purchased from Postnova Analytics 
GmbH. The coldlight source KL 1600 was pur-
chased from Schott. The red light HighPower 
LED (623 nm) was purchased from Conrad.

Characterization of Polymers
1H-NMRs and 19F-NMRs were measured using 
a 300 MHz spectrometer (model: Avance III 
HD 300) from Bruker. GPC was measured in 
THF with polystyrene as an external and tolu-
ene as an internal standard. A refractive index 
detector (G 1362 RID) and a UV/vis detec-
tor (UV-2075 Plus) from Jasco were used to 
detect the polymers. IR spectroscopy was per-
formed using a FT/IR-4100 from Jasco. Spec-
tra were analyzed with a Spectra Manager 
2.0 from Jasco. UV/vis spectra were measured 
with a Jasco spectrophotometer V-630. Spec-
tra were analyzed using Spectra Manager 2 

from Jasco. TGA measurements were per-
formed with a Perkin Elmer Pyris 6 under nitro-
gen flow using a heating rate of 10 °C (50 °F) 
min−1 (50–700 °C or 122–1292 °F). TEM mea-
surements were performed on a Tecnai G2 
Spirit (FEI) at 120 kV using a 2_2k camera. 

LC Phase Analysis of Fe3O4 Con-
taining LCE Precursors 
Microscope slides were cut into 25 × 25 mm 
pieces, rinsed with a Hellmanex III solution, 
deionized water, and ethanol for 3 min respec-
tively, dried with a nitrogen stream, and 
treated with oxygen plasma in a plasma oven 
(model: PlasmaPrep5) from Gala Instrumente 
GmbH for 5 min with a power of 100 W. 

40 μL photoalignment layer solution ROP-
108 EXP001 was spin-coated dynamically at 
2000 rounds per minute (rpm) for 60 s on 
top of the microscope slides, dried at 150 °C 
(302 °F) for 10 min on a hot plate, allowed to 
cool down to room temperature, and irradi-
ated with linear polarized UV-light (UV source: 
Oriel LSH302 (500 W lamp)) with an angle 
of incidence of 90° through a polarizer from 
Olympus® U-POT Japan (>300 nm) for 10 min. 
10 mg of the particular LCE precursor (for-
mulation 1a without or including 45 mol% 
comonomer 3 and formulation 1b) containing 
0, 5, and 10 wt% (wt% referred to the mono-
mer(s)/crosslinker mixture) Fe3O4 was dissolved 
in 100 μL THF and spin-coated dynamically 
with 3000 rpm on top of the alignment layer. 

LCE precursor films were heated in their LC 
phase with a hot stage (model: Linkam TMS 
94) and investigated via polarized optical 
microscopy (model: Olympus BX51 micro-
scope). Images were taken with a microscope 
camera (model: Olympus DP22 camera) and 
analyzed using the imaging software Cell^D.

Analysis of LCE Actuations
Thermal and photochemical actuations of all 
LCE particles were investigated using a light 
microscope (model: Olympus BX51 microscope) 
equipped with a microscope camera (model: 
Olympus DP22 camera) and a hot stage 
(model: Linkam TMS 94) to set the desired tem-
perature. The LCE particles were heated from 
the LC to the isotropic phase (80 to 130 °C or 
176 ° to 266 °F) for thermoresponsive LCEs 
synthesized out of formulation 1a without 
comonomer 3; 50 to 100 °C (122 to 212 °F) for 
thermoresponsive LCEs synthesized out of for-
mulation 1a including 45 mol% comonomer 3; 
40 to 110 °C (104 to 230 °F) for photorespon-
sive LCEs synthesized out of formulation 1b) 
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and their sizes were analyzed using the imag-
ing software Cell^D. Irradiation of the photo-
responsive samples were performed at 70 °C 
(158 °F) with the coldlight source KL 1600 
using light guides to focus the light on sam-
ples. Irradiation with red light was performed 
with the help of a red-light filter from Schott 
(>500 nm), which was held in the light beam.

See the original article and supporting infor-
mation for all experimental procedures 
(doi.org/ 10.1002/adfm.201902454).

RESULTS AND DISCUSSION

Synthesis of PMMA Functionalized 
Anisotropic Fe3O4 Nanoparticles
Rod-shaped, ferri-magnetic Fe3O4 nanoparti-
cles were made compatible with organic LCE 
precursors through functionalization with 
poly(methyl methacrylate) (PMMA). Hereby, 
stable suspensions could be obtained, espe-
cially when the LC precursor monomers are 
heated into their isotropic phase. The reac-
tion scheme to obtain PMMA functional-

Figure 1: a) Thermoresponsive LCE precursor consisting of LC monomer 1 (4′-acryloyloxybutyl 2,5-(4′-butyloxybenzoyloxy)benzoate) 
(90 mol%) or a mixture of LC monomer 1 (45 mol%) and comonomer 3 (4′-acryloyloxybutyl 2,5-di(4′-pentylcyclohexyloyloxy)benzoate) 
(45 mol%), a crosslinker (1,6-hexandioldiacrylate) (10 mol%), a UV-initiator (diphenylphosphine oxide or TPO) (3 wt% referred to the 
monomer/crosslinker mixture), and PMMA functionalized Fe3O4 nanorods (0–6 wt% referred to the monomer/crosslinker mixture).  
b) Photoresponsive LCE precursor consisting of LC azobenzene monomer 2 (4-butoxy-2′-(4-methacryloyloxybutoxy)-4′-(4-butoxybenzo-
yloxy)azobenzene) (90 mol%), LC crosslinker 4 (2-methyl-1,4-phenylene bis(4-((6-(acryloyloxy)hexyl)oxy)benzoate)) (10 mol%), a NIR 
initiator (1,3,3,1′,3′,3′-hexamethyl-11-chloro-10,12-propylene-tricarbocyanine triphenylbutyl borate or CBC) (5 wt% referred to the 
monomer/crosslinker mixture), and PMMA functionalized Fe3O4 nanorods (0–6 wt% referred to the monomer/crosslinker mixture).

http://www.advancedopticalmetrology.com
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ized magnetic nanoparticles (MNPs) fol-
lows a previously described procedure[13].

Anisotropic, magnetic Fe3O4 nanoparticles 
were synthesized through reduction of Fe3O4 
particles under a hydrogen/ nitrogen atmo-
sphere. Functionalized Fe3O4 nanorods had 
a length of about 340 nm and a length to 
width ratio of 4.4 to 1, which was proofed 
via transmission electron microscopy.

Functionalization of magnetic nanoparti-
cles (MNPs) was done via a grafting-to pro-
cess with poly(methyl methacrylate-b-do-
pamine acryl amide) (P(MMA-b-DOPA)). 
The ratio between the PMMA block and 
the DOPA block was determined to be 
10:1 (by 1H-NMR spectroscopy).

Integration of MNPs into LCE Precursors 
and their Influence on LC Alignment
The functionalized nanoparticles should 
be integrable homogeneously into organic 
 thermoresponsive and photoresponsive LCE 
precursor mixtures. To demonstrate this, 
two LCE precursor systems were chosen. 
Their ingredients, including functionalized 
nanoparticles, are shown in Figure 1a, b.

To show the solubility of MNPs in LCE precur-
sors, the ingredients of formulation 1a and 1b 
were dissolved in tetrahydrofuran, mixed, and 
the solvent was evaporated afterward. The 
amount of MNPs was varied between 0 and 

10 wt%. While formulations without MNPs 
were colorless (formulation 1a) or showed 
an orange color (formulation 1b), the brown 
color of functionalized Fe3O4 particles was 
adopted with increasing MNP amount. This 
homogeneous color change of the LCE pre-
cursors without observing any aggregates 
by bare eye is a first proof of compatibility.

To take a closer look, we spin-coated thin 
films of formulations 1a and 1b contain-
ing different amounts of MNPs on a pho-
toalignment layer. Afterward we annealed 
the films in their LC phase. Thereafter, the 
dispersions were investigated with polar-
ized  optical microscopy (POM). POM images 
of films of the thermoresponsive system 1a 
(without comonomer 3) including 0, 5, and 
10 wt% MNPs are presented in Figure 2.

All films (this was also found for the other mix-
tures) showed dark and bright states when 
the director was oriented parallel or at a 45° 
angle regarding to the crossed polarizers. 
The contrast between dark and bright states 
indicates the quality of alignment. It can be 
observed that with increasing amount of MNPs 
the contrast and thus the director alignment 
decreases or is partially not present anymore. 
The reason for this is probably that the sur-
face of the MNPs disturbs the director field of 
the LC phase. This observation already allows 
predicting that the magnitude of actuation 
of the LCEs should decrease with increasing 

Figure 2: POM images of 
thermoresponsive LCE pre-
cursor mixtures 1a which are 
spin coated on top of a 
 photoalignment layer and 
heated into the LC phase 
(70 °C or 158 °F). It is shown 
that the contrast of dark  
and bright states–when the 
 director lies parallel or at a 
45° angle regarding to the 
crossed polarizers–decrease 
with increasing amounts of 
MNPs. Thus, it can be con-
cluded that MNPs disturb 
the alignment. The red ar-
rows indicate the position of 
the crossed polarizers, and 
the blue arrows indicate the 
director’s alignment (scale 
bar: 200 μm).
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Fe3O4 nanoparticle amount since the MNPs 
reduce the homogeneity of the director field.

Microfluidic Synthesis and Actuation 
Properties of Magnetic Thermorespon-
sive and Photoresponsive LCE Particles
To synthesize LCE particles with a microflu-
idic setup, precursors were dissolved in THF, 
stirred to ensure homogeneous dispersions, 
and the THF was evaporated under reduced 
pressure. Precursors were then inserted in 
the microfluidic device. The mixtures were 
pumped through the device by a low viscous 
silicon oil at 90 °C (194 °F) (isotropic phase 
of the LC monomers) to melt them and to 
obtain the nanoparticles homogeneously dis-
persed in the isotropic phase. Precursor drop-
lets were formed at the end of a glass cap-
illary. The droplets were then guided over 
a precision hot plate and polymerized and 
crosslinked in their LC phase. Alignment was 
obtained through shear forces. In this way 
photoresponsive as well as thermoresponsive 
LCEs containing 0–6 wt% MNPs regarding to 
the respective monomer/crosslinker mixture 
were prepared. Thermoresponsive LCEs con-

taining 45 mol% comonomer 3 were synthe-
sized with MNP amounts of 3 and 6 wt%.

Thermal and photochemical actuations 
were analyzed with an optical microscope 
by heating them from their LC to their iso-
tropic state. Examples of actuations of a 
thermoresponsive and a photoresponsive 
micron-sized LCE particle, including 3 wt% 
MNPs, are shown in Figure 3. The actua-
tions are reversible at least up to 10 actua-
tion cycles. This proves that well crosslinked 
LCEs are obtained under these conditions. 

In Figure 3, the thermal and photochemi-
cal LCE actuation properties in dependence 
of their amount of MNPs of the different sys-
tems are presented. In general, actuation 
decreases with increasing amounts of nanopar-
ticles, thus confirming that MNPs disturb the 
director orientation (see Section 2.2). Parti-
cles without MNPs showed thermal actua-
tions of about 40%, which is typical for this 
kind of LCEs.[14–16] When increasing the Fe3O4 
amount from 0 to 6 wt%, thermal actua-
tions decrease from about 40% to 30% (ther-

Figure 3: Thermal actuations of the thermoresponsive LCE systems synthesized out of precursor  
1a without and including 45 mol% comonomer 3 as well as thermal and photochemical actuations 
of the photoresponsive LCE system synthesized out of precursor 1b in dependence of their amount 
of MNPs. On the right side, examples of thermal and photochemical actuations of magnetic LCE 
microparticles are shown. Upper actuation: Thermal actuation between 80 and 130 °C (176 and 
266 °F) of a LCE particle (synthesized out of formulation 1a without comonomer 3) containing 3 
wt% Fe3O4 particles. Lower actuation: Photochemical actuation of a LCE particle (synthesized out 
of formulation 1b) containing 3 wt% Fe3O4 particles (scale bar: 200 μm).

http://www.advancedopticalmetrology.com
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moresponsive system 1a without comono-
mer 3) or 15% (photoresponsive system 1b). 
Photochemical actuations of LCEs synthe-
sized out of formulation 1b decrease from 
18% to 6%. Comonomer containing LCEs 
showed thermal actuations of about 30%, 
which is slightly below the values of LCEs with-
out comonomer 3, while the actuation tem-
perature decreased from 90–130 to 50–90 °C 
(194–266 to 122–194 °F). We defined thereby 
the actuation as the difference of particle 
length before and after actuation divided by 
the shorter length (always the dimension in 
which the particle length increases during heat-
ing or UV-irradiation has been regarded).

Guiding of LCE Particles 
with Magnetic Forces
For the experiments, particles were placed 
on the surfaces of different fluids that were 
filled in a glass vial, and a bar magnet was 
brought in their proximity. Thermo- as well 
as photoresponsive particles containing 
0.5 to 6.0 wt% MNPs followed the mag-
netic field of the bar magnet on the surfaces 
whereby the speed increased with increas-
ing amount of MNPs. This trend is not sur-
prising since a higher amount of MNPs 
increases their magnetism. However, LCE par-

ticles containing less than 0.5 wt% MNPs 
did not follow the bar magnet because they 
are not or insufficiently magnetizable. 

A magnetic setup[17] was used to move parti-
cles in the centimeter range with a precision 
in the submillimeter range. The permanent 
magnetic device consists of a coaxial arrange-
ment of two Halbach cylinders. The setup 
was placed under a microscope, and parti-
cles inside a glass vial were placed in the mid-
dle of the setup on top of a copper block that 
was heated with a hot plate below to guide 
particles at different temperatures. To demon-
strate magnetic guiding with this device, mag-
netic LCE particles were moved along a rect-
angular path. This is presented in Figure 4a. 
We show two particles at once to demon-
strate that a collective movement is possible 
too. Here, it has to be mentioned that those 
particles tend to stick together in the mag-
netic setup due to their magnetic dipoles. 
Additionally, particles can be rotated around 
themselves through a magnetic stirrer that is 
shown in Figure 4b. To demonstrate that, in 
general, all kinds of desired movements are 
possible, we used the two particles shown in 
 Figure 4a to “write” LCE on a DMSO layer. It 
has to be considered that the magnetic force of 

Figure 4: Movements of magnetic LCE particles with 
magnetic forces. a) Rectangular-like movement of 
two thermoresponsive magnetic LCE particles (syn-
thesized out of formulation 1a without comono-
mer 3) containing 6 wt% ferri-magnetic Fe3O4 parti-
cles caused by the magnetic fields generated by the 
device shown in Figure 4e. The direction of move-
ment is changed by varying the angle between the 
dipole and quadrupole. The desired moving path is 
indicated by a dashed green rectangle. The moving 
direction is indicated by green arrows (scale bar: 
500 μm). b) Rotation of a thermoresponsive magnet-
ic LCE particle (synthesized out of formulation 1a 
without comonomer 3) containing 3 wt% ferri-mag-
netic Fe3O4 particles. The rotation is caused by a 
magnetic stirrer (scale bar: 200 μm).
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this setup is weaker in comparison to the bar 
magnet. Thus, magnetic particles including at 
least 3 wt% MNPs were necessary to observe 
a movement in the middle of the device.

Combination of Guiding and Actua-
tion of LCE Particles in Magnetic Fields
To demonstrate the combination of guid-
ance and actuation, we moved a photore-
sponsive LCE particle (synthesized out of 
formulation 1b) in a circle-like form on a 
DMSO surface at 70 °C (158 °F) and irradi-
ated it with UV-light, which caused an actu-
ation of 12.6% at a desired position. Gen-
erally, the thermoresponsive systems could 
be actuated by temperature variations. Since 
heating of the liquids takes, however, much 
time and as the particles can rotate (tumble 
around) on the surface it is not so easy to per-
form a well-controlled actuation just by heat-
ing. Nevertheless, reversible actuations were 
observed proving that the used fluids do not 
affect LCEs—for example—through swelling. 

Magnetic LCE Particles as 
Transport Systems
The potential of the magnetic LCE particles  
as transport systems was investigated. For this, 

nonmagnetic materials like textiles, copper,  
or plastic were used as transport goods.  
There are two possibilities for transportation. 
First, the pure magnetic forces can be used  
to guide the LCE particles to other micro-
particles and push them ahead of them-
selves in the desired directions. This is shown 
in Figure 5 where pieces of plastic and 
 textiles are transported. However, with this 
approach it is just possible to push some-
thing and thus, if the direction of transpor-
tation needs to be changed, it is necessary 
that LCE particles leave the materials first and 
have to be brought to them from another 
direction again. To avoid this and to open 
the possibility to pull something, it is, how-
ever, possible to use the different stickiness 
of LCEs in their LC and isotropic phase. 

During our experiments we recognized that 
nonmagnetic particles tend to stick to LCEs in 
their LC phase and leave the LCEs when they 
are brought in their isotropic phase. The rea-
son for this is probably that LCEs become 
softer in the isotropic phase and thus it is eas-
ier for other micro-objects to leave the par-
ticles when they were tacked before. 

Figure 5: Pushing of a piece of a) plastic with a thermoresponsive LCE particle (synthesized out of formulation 1a without comonomer 
3) containing 6 wt% ferri-magnetic Fe3O4 or b) textile with a photoresponsive magnetic LCE particle (synthesized out of formulation 
1b) containing 6 wt% ferromagnetic Fe3O4 on top of a DMSO surface. Pushing is caused exclusively through magnetic forces caused 
by the magnetic setup shown in Figure 4e. The direction of movement is indicated by green arrows. The direction of movement is 
changed by varying the angle between the dipole and quadrupole (scale bar: 500 μm).

http://www.advancedopticalmetrology.com
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The trend of other objects to stick to the LCE 
particles was strongest if they got in contact 
with them in the isotropic phase and cooled 
down into the LC phase afterward. The rea-
son for this might be that the objects are 
pushed easily into the soft isotropic LCE parti-
cles so that a large connecting interface is cre-
ated. After cooling the LCE particles down, the 
objects cannot escape as the particles are in 
their tougher LC phase. As a result, they work 
like grippers. Hereby, objects can be trans-
ported (pushed and pulled) with the used 
magnetic setup what is demonstrated as a cir-
cle-like transportation of plastic in Figure 6.

CONCLUSION

Photoresponsive and thermoresponsive LCE 
microparticles, which can be moved magneti-
cally and serve as actuators and transport sys-
tems, could be synthesized with a microflu-
idic device for the first time. Fe3O4 MNPs were 
integrated in these particles through func-
tionalization with PMMA. The particles could 

be remote controlled magnetically on fluidic 
surfaces either with a bar magnet or a more 
sophisticated magnetic device. Light- and tem-
perature-induced actuations of the LCE par-
ticles in dependence of their MNP contents 
were investigated and combined with mag-
netic movements. It was shown that MNPs lead 
to a disturbance of the director alignment of 
the used LCE precursors and thus, LCE actu-
ations decrease with increasing amounts of 
Fe3O4. Here, a compromise needs to be found 
between actuation properties (degree of actu-
ation) and magnetic addressability (speed of 
guiding) in dependence of the desired applica-
tion. The guidance of LCEs in magnetic fields, 
and the use of their different stickiness to 
other materials in the LC and isotropic phase 
allowed their usage as transport systems. Our 
studies show that it is possible to synthesize 
a huge amount of such LCE transport sys-
tems and show their potential to use them 
as microrobots to transport micro-objects. 
Admittedly, their usage to complete tasks in 
the human body is still a dream but it demon-
strates a possible next step to reach this goal.

Figure 6: Circle-like transportation of a piece 
of plastic of a thermoresponsive magnetic LCE 
particle (synthesized out of formulation 1a 
without comonomer 3) containing 6 wt% 
ferri-magnetic Fe3O4 on top of a DMSO sur-
face caused by the magnetic setup shown in 
Figure 4e. The desired movement path is in-
dicated by the dashed green circle. The mov-
ing direction is indicated by green arrows. 
The direction of transportation is changed by 
varying the angle between the dipole and 
quadrupole (scale bar: 500 μm).
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Extraordinary Field  
Enhancement of TiO2 Porous 
Layer up to 500-Fold
K. Yoshihara, M. Sakamoto, H. Tamamitsu, et al.

ABSTRACT 
 Titanium dioxide (TiO2) is known as a very important 
 material for photocatalysts, the photoelectrode for hy-
drogen evolution reaction, and the porous layer of per-
ovskite solar cells. Here, extraordinary field enhancement 
of a porous TiO2 layer, mesoscopic film is shown. The field 
 enhancement is investigated with respect to the fluores-
cence intensity of a dye molecule and an enhancement 
factor (EF) of up to 500 is achieved, which corresponds to 
the largest EF for a semiconductor. Furthermore, EF is up 
to 30000  after numerical corrections. The large EF is real-
ized for a porous TiO2 layer composed of a specific parti-
cle size of 550 nm, which is consistent with the results of 
 fluorescence intensity, scattering intensity, and two differ-
ent theoretical calculations based on Mie scattering theory, 
with respect to particle size.

INTRODUCTION

When a noble metal with nanostructure is irra-
diated with light, localized surface plasmons 
are resonantly generated, which enhance var-
ious physical and chemical processes near 
the surface, like Raman scattering or fluores-
cence intensities of molecules,[1,2] also known 
as surface-enhanced fluorescence (SEF). The 
enhancement factor (EF) of SEF is much lower 
than that of surface-enhanced Raman scat-
tering (SERS) due to fluorescence quench-
ing via energy transfer from an excited dye 
molecule to the noble metal substrate with a 

high density of states. To solve this problem, 
cost- effective dielectric materials with oppo-
site characteristics to noble metals are poten-
tial candidates as enhancement materials. For 
example, an electronically forbidden transition 
material, i.e., indirect transition in the bandgap 
of a semiconductor, can suppress energy trans-
fer from an excited molecule to a substrate 
material that has the nature of an indirect-tran-
sition semiconductor as a forbidden transition. 

In the present study, titanium dioxide (TiO2) 
was investigated as a SEF material. TiO2 has 
been an important material for photocata-
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lysts,[3] the porous layer used as the scaffold to 
obtain good perovskite crystal as well as charge 
transport of perovskite solar cells,[4,5] and as 
the photoelectrode for the hydrogen evolu-
tion reaction[6]. As for the field enhancement of 
TiO2, two studies were reported on finite-dif-
ference time-domain calculations, i.e., spher-
ical particle[7] and nanodisk,[8] but there has 
been no report on porous TiO2 layers yet so far. 

Here, we demonstrate the field enhancement 
of a porous TiO2 layer by measuring the SEF of 
dye molecules. The porous TiO2 layer prepa-
ration consists of mechanochemical ball mill-
ing and drop casting of a TiO2 solution.

MATERIALS AND METHODS

Preparation of TiO2 Solution and 
Enhanced Substrate Using Drop Casting
TiO2 particles were processed by a mechan-
ical wet-process ball-milling method using 
a commercial planetary ball-milling appara-
tus (Premium line P-7, Fritsch Co., Ltd.). TiO2 
anatase powder (1 g), zirconia (ZrO2) mill-
ing balls (1 mm diameter, 40 g), and meth-
anol (6 g) were placed in a ZrO2 milling ves-
sel (45 mL) and ball-milled at 600 rpm for 
3 h. The size of the TiO2 particles in the solu-
tion was measured by dynamic light scatter-
ing. Solutions of the TiO2 particles after milling 
were prepared by diluting with either water or 
methanol. The enhanced substrate was pre-
pared by drop casting the diluted TiO2 solu-
tion onto an indium tin oxide (ITO) glass sub-
strate, which was cleaned with a sonicator 
and dried in advance. The ITO glass was used 
for observation of the TiO2 layer with a scan-
ning electron microscope (SEM). Then, the TiO2 
layer covered the ITO layer to an area that was 
50 times greater than that of the focal point 
of light used for fluorescence measurements.

Measurements of Enhancement Spectra 
and Estimation of Enhancement Factor
The fluorescence spectrum of the CV dye mole-
cule was measured with a confocal microscope 
spectrometer (HR800, Horiba Jobin Yvon) at 
an excitation wavelength of 632.8 nm using a 
He–Ne laser. An objective lens (SMLPLN, 100×, 
Olympus®) with a superlong working distance 
(7.6 mm) was used to measure the fluores-
cence spectra of the sample solution under a 
cover glass. The optical cell for measurement 
of the fluorescence spectrum was designed to 
give a solution layer between the cover glass 
and the TiO2 layer, and was described else-
where (see original work for references[9]). The 

dye solution used was CV dissolved in metha-
nol to a concentration of 3.6 × 10−5 m. A flu-
orescence spectrum was obtained as the aver-
age of the number of fluorescence spectra of 
10 different positions of TiO2: a spectrum at a 
position was measured with 10 accumulations 
of the data collection time of spectrum as 1 s. 
The EF of fluorescence intensity was obtained 
by measuring four spectra: 1) the fluorescence 
spectrum of the CV solution with the TiO2 layer 
(I1), 2) the fluorescence spectrum of the CV 
solution without the TiO2 layer (I2), 3) the back-
ground spectrum of 1 with methanol as the 
solvent and with the TiO2 layer (I3), and 4) the 
background spectrum of 2 with methanol as 
the solvent and without the TiO2 layer (I4). The 
EF of fluorescence intensity was then obtained 
using these four spectra, according to EF = (I1 
− I3)/(I2 − I4). EF values were obtained from 
the averages of 10 spectra for the I1 and the I2 
and 5 spectra for the I3 and the I4, and all error 
bars denote to 2σ, where σ is a standard devi-
ation from EF average. The EF was also eval-
uated by taking account of the penetration 
depth of laser light into TiO2 layer under the 
condition of the same volumes probed by the 
laser and at the same number of CV molecules. 

Evaluation and Calcula-
tion of the TiO2 Layer
The scattering spectrum of the TiO2 layer was 
measured in the darkfield using the same flu-
orescence microscope spectrometer. A ring-
shaped halogen lamp (KL1500LCD, Carl Zeiss) 
equipped with an objective lens was used as 
the light source for the scattering measure-
ment under darkfield conditions. To compen-
sate for the operation of the instrumenta-
tion on the scattering spectrum, the scatter-
ing spectrum of a commercial diffuse reflector 
was measured as a standard spectrum. The 
absorption spectrum of TiO2 layer was mea-
sured by a JASCO V-660 spectrophoto meter. 
The obtained absorption coefficient, α, was 
used to calculate the penetration depth, 1/α, 
of the laser light into TiO2 layer. The surface 
of the TiO2 layer was analyzed by measuring 
height images with a laser microscope (LEXT™ 
OLS4000 microscope, Olympus). The height 
data were then used for the FDTD calculation. 
The electric field distribution on the surface of 
the TiO2 layer was calculated using the DTD 
method with the FullWAVE commercial soft-
ware (Cybernet Systems Co., Ltd.). The scat-
tering efficiency Qsca, was calculated using 
the Mieplot software (version 4.05.02, Philip 
Laven). For these calculations, the refractive 
index of TiO2 (anatase) at an excitation wave-
length of 632.8 nm was used; n = 2.33 as the 
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real part and κ = 1.6 × 10−3 as the imaginary 
part, of which the values were obtained from 
an average of reported values. The refrac-
tive indices for gold (Au), silver (Ag), and sili-
con (Si) at an excitation wavelength of 632.8 
nm were used as values in the software. The 
extinction efficiency Qext, Qext = Qabs + Qsca, 
was also calculated for TiO2, Au, Ag, and Si. 

See the original work and its supporting infor-
mation for more experimental details[9].

RESULTS AND DISCUSSIONS

Figure 1 shows the fluorescence spectra of 
a crystal violet (CV) solution with (blue curve) 
and without (black curve) the TiO2 layer. These 
data were obtained using a TiO2 layer pre-
pared from a solution composed of a volume 
ratio of water/methanol = 27. The fluorescence 
intensity of CV was significantly increased in 
the presence of the TiO2 layer. The average 
and maximum EF values were estimated to be 
480 and 526, respectively. Compared with EFs 
published for various materials and semicon-
ductors, the EF for TiO2 is significantly large.

Next, the TiO2 layer was analyzed by measuring 
surface height images with a laser microscope. 
Figure 2a, b shows typical height images for 
TiO2 layers prepared by drop casting aque-
ous-methanol and methanol solutions, respec-
tively. These images reveal that the former layer 
has a higher surface roughness. The surface 
roughness was quantified by estimation of the 
mean height, Sa. As a result, Sa for the layer 
prepared from aqueous-methanol solution 
was 2.9 times greater than that prepared from 
methanol solution. In addition, Sa was also 
changed by the concentration of TiO2 in a solu-
tion. Therefore, Sa can be controlled accord-
ing to either the solvent or the concentration. 

EFs were investigated as a function of Sa, as 
shown in Figure 3a. The results indicate that 
the EF increases with the surface roughness, 
whereas it decreases over the peak position 
of Sa. The maximum EF of 480 was located 
around Sa=0.55 μm; therefore, there is a spe-
cific size to obtain a significantly large EF (Sa 

Figure 1: Fluorescence spectra of CV solution measured 
with (blue and red) and without (black) the TiO2 layer. The 
red spectrum shows the average of the blue spectra.

Figure 2: Laser microscope images of the surface of TiO2 layers pre-
pared by drop casting of TiO2 particles from a) aqueous-methanol 
solution and b) methanol solution. A pixel resolution of the laser mi-
croscope is set as 126 nm × 126 nm at the x–y region.
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Figure 3: a) EF of TiO2 layers prepared from drop casting aqueous-methanol and methanol solutions as a function of surface rough-
ness. The EF values are obtained as raw data without corrections for the volumes probed by the laser and the number of CV mole-
cules. b) EF of TiO2 layers prepared from drop-casting aqueous-methanol and methanol solutions as a function of surface  roughness. 
This EF indicates “EF per a CV molecule.” Namely, the EF values are obtained as corrected ones using the data (a) and the solution 
volumes probed by laser and  the number of CV molecules, i.e., the same volumes of bulk solution and solution in TiO2 porous layer 
as well as the same number of molecules there. c) Scattering intensity as a function of surface roughness for TiO2 layers prepared 
from drop-casting aqueous-methanol and methanol solutions. d) Qsca for particles of four materials immersed in methanol are cal-
culated as a function of particle size (diameter). e) Qext, Qext = Qsca + Qabs, for particles of four materials immersed in methanol are 
calculated as a function of particle size (diameter).
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is averaged height of TiO2 particle in the z-di-
rection. Since the TiO2 layer is isotropic struc-
ture, the value of Sa corresponds to the size in 
x–y-direction and results in the size of particle). 
The EFs in Figure 3a are carefully obtained by 
measuring various background signals, while 
the EFs are treated as raw data without the 
corrections of solution volumes probed by 
the laser and the number of CV molecules. In 
order to analyze the EFs furthermore, we eval-
uated solution volumes in a bulk solution and 
in voids of a porous TiO2 layer probed by the 
laser, both of which are estimated as 54 and 
0.92 μm3, respectively. According to the vol-
ume ratio 54/0.92 μm3, there is 57 times dif-
ference in between the volumes as well as the 
number of CV molecules. Figure 3b shows 
corrected EFs under the same solution vol-
ume and the same number of CV molecules. 
Note that the maximum EF is up to 30,000 at 
around the particle size with 550 nm. Namely, 
this EF indicates “EF per a CV molecule.” 

Figure 3d shows the calculated results for 
the scattering efficiency Qsca of a TiO2 spher-
ical particle dispersed in methanol as a func-
tion of the particle diameter. To compare the 
results for TiO2 with those for other materi-
als, Qsca was also calculated for Ag and Au 
particles under the same condition. Note that 
Qsca for TiO2 is larger than those for Au, Ag, 
and Si in a specific size, and is the largest for 
the particle size range of 0.35–0.6 μm. Fur-
thermore, we examined extinction efficiency 
Qext, Qext = Qsca + Qabs, for these materials. 
As a result, the value of TiO2 is the highest 
at around 500 nm, as shown in Figure 3e. 
Thus, the present TiO2 particles have a signifi-
cantly high EF, which to the best of our knowl-
edge is the largest obtained in studies on SEF 
using semiconductors. Moreover, we investi-
gated field enhancements by changing par-
ticle sizes of TiO2, Si, Au, and Ag using FDTD 
calculations. Namely, the EFs of these four 
materials were calculated on a single spheri-
cal particle, immersed in methanol, with diam-
eters of 300, 400, 500, and 600 nm. The TiO2 

particle gives the highest EF in four materi-
als at the diameter of 500–600 nm, whereas 
smaller particles of 300 nm show that Ag and 
Au particles give higher EFs than that of TiO2.

To evaluate the relation between the EF and 
the surface structure, the electric field of the 
TiO2 layer was calculated using the FDTD 
method. It was found that the EF is large at 
the surface of TiO2 with a surface roughness 
of several hundred nanometers. This trend is in 
good agreement with the experimental data, 
i.e., the EF became a maximum at a surface 
roughness of 550 nm, as shown in  Figures 5a, 
b. Therefore, according to both experimen-
tal and theoretical evidence, TiO2 with a size 
of ≈500 nm results in extraordinary EF.

CONCLUSION

In summary, ball-milled TiO2 particles were 
mechanically prepared and were dispersed in 
a solution and drop-cast to produce a TiO2 
porous layer on a glass substrate. The TiO2 
porous layer composed of particles with sizes 
in the range of 0.3–0.6 μm resulted in signif-
icant field enhancement, which was in good 
agreement with the scattering spectra and cal-
culations using the FDTD method and Mie the-
ory. Such a large field enhancement as EF = 
500 is ascribed to the properties of TiO2 par-
ticles with specific size (0.3–0.6 μm), such as 
a high refractive index, indirect transitions, 
hot spot, and many edges. In addition, the 
EF corrected, under the same solution vol-
ume probed by the laser and the same num-
ber of CV molecules, was up to 30000 at 
around the particle size with 550 nm. Special 
advantages of the present system for accom-
plishing such extraordinary EF are principally 
the following three, i) porous TiO2 layer gives 
many hot spots among particles, ii) a com-
ponent of porous layer is particles with the 
size of around 500 nm that can give the max-
imum field enhancement, iii) particles with 
many edges giving higher electric field. 
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NaMgF3:Tb3+@NaMgF3 
Nanoparticles Containing Deep 
Traps for Optical Information 
Storage
Y. Wang, D. Chen, Y. Zhuang, et al.

ABSTRACT 
 Persistent luminescence materials containing deep traps 
have attracted attention in the field of optical information 
storage. However, the lack of nanomaterials with satis-
factory light storage ability has become one of the main 
obstacles to practical applications. In this work, NaMg-
F3:Tb3+@NaMgF3:Tb3+ nanoparticles are reported that 
exhibit excellent light storage ability into deep traps upon 
X-ray irradiation and controllable photon emissions under 
thermal stimulation. A surface passivation strategy by con-
structing a core–shell structure is adopted, which is proved 
valid to greatly enhance the PersL efficiency. Due to the 
excellent dispersibility and stability in water, luminescent 
inks containing the nanoparticles are successfully prepared 
and the applications to inkjet printing optical information 
storage and information decryption are demonstrated. 

INTRODUCTION 

Magnetic storage, semiconductor memory, 
and optical information storage are the three 
main storage technologies in the informa-
tion age.[1,2] Among them, optical informa-
tion storage shows the advantages of low pro-
duction cost, low energy consumption, excel-
lent resistance to external interference, and 
long storage life; thus it is widely used in the 
long-term storage of large amounts of data 
that are not modified frequently.[3,4] However, 
due to the diffraction limit, the storage capac-

ity of the traditional 2D optical information 
storage technology (such as Blu-ray discs) has 
been difficult to make a big breakthrough.[5]

Persistent luminescence (PersL) materials are 
a kind of phosphor with light storage abil-
ity and delayed photon emissions under ther-
mal or photostimulation.[6-8] When the trap 
depths of the PersL materials are sufficiently 
deep, the charge carriers could be frozen 
in the traps at room temperature (RT) for a 
long duration, thus enabling long-term opti-
cal information storage. In the past few years, 
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a lot of work has been done on developing 
new materials and exploring their applica-
tions in multifunctional optical information 
storage.[9,10] Designing new PersL materials 
with nanoscale and deep traps is of great sig-
nificance for the development of high-capac-
ity optical information storage technology. At 
present, there are few reports on the nanopar-
ticles with excellent PersL performance. One 
of the main reasons could be serious PersL 
quenching and structural instability when 
the particle size is decreased to nanoscale. 

It has been reported that NaMgF3 is a kind 
of material with good X-ray absorption abil-
ity.[11,12] Besides, the emission spectra of the 
NaMgF3 matrix could be tailored with con-
siderable flexibility, and the application sce-
narios of this material are accordingly further 
expanded. However, the energy storage capac-
ity of lanthanide-doped NaMgF3 nanoparti-
cles under X-ray irradiation has not been thor-
oughly reported, although many important 
applications such as photobiomedical detection 
and high-throughput optical information stor-
age may emerge. In this work, we reported flu-
oride nanoparticles NaMgF3:Tb3+ containing 
deep traps for light storage and demonstrated 
their applications to optical information stor-
age by using an inkjet printing technology.

MATERIALS AND METHODS

Raw Materials and Chemicals
Mg(NO3)2·6H2O (99.9%), Tb(NO3)3·5H2O 
(99.9%,), and oleic acid (OA, A.R.) were 
purchased from Aladdin Corporation. NaF 
(99.99%) was purchased from Macklin Cor-
poration. All the materials were directly used 
without further purification. Synthesis of 
NaMgF3:Tb3+ Nanoparticles: NaMg1−xF3:xTb3+ 
(x = 0.06–0.3, with a concentration gradi-
ent of 0.03) nanoparticles were synthesized 
by using a hydrothermal reported in the lit-
erature with some modifications (see original 
work and its supporting information for refer-
ences) 1, 1.5, and 2 times of the original reac-
tant concentrations were compared, and 1.5 
times was chosen as the optimal condition as 
the composition plan in this work. Briefly, stoi-
chiometric Mg(NO3)2·6H2O and Tb(NO3)3·5H2O 
(the total amount of Mg and Tb cations was 
5 mmol) were dissolved into 5 mL deionized 
water. 4.5 mL oleic acid was added dropwise 
into the cationic solution and kept stirring for 
10 min to produce oleic-acid-based complex 
compounds. Another anion solution contain-
ing 15 mmol NaF and 5 mL deionized water 

was added dropwise into the above solution, 
stirred at 600 rpm for 1 h to form a milky col-
loidal solution. The solution was transferred 
to a 40 mL Teflon-lined autoclave, sealed, and 
kept at 160 °C (320 °F) for 12 h. After cooling 
to RT, white products were collected by centrif-
ugation. To remove remaining organic ligands, 
first, the products were washed with deion-
ized water/ethanol for three times and dis-
persed with 6 mL acetone, respectively. Then, 
add 250 μL hydrochloric acid (0.1 mol L−1) 
into each solution followed with an ultrasonic 
oscillation for 2 h at RT. Lastly, the products 
were washed again with deionized water/eth-
anol three times. The final products of NaMg-
F3:Tb3+ nanoparticles (≈521 mg) were dis-
persed into 12 mL ethanol for further use. 

Synthesis of NaMgF3:Tb3+@NaMgF3 
Core–Shell Nanoparticles
The synthesized NaMgF3:Tb3 nanoparticles 
in ethanol (12 mL) was mixed with 0.5 mmol 
Mg(NO3)2·6H2O, 1.5 mmol NaF, and 4.5 mL 
OA. The mixture was transferred into a 40 mL 
Teflon-lined autoclave and stirred for 10 min. 
The autoclave was sealed and kept at 160 °C 
(320 °F) for 12 h. After cooling to RT, white 
products were collected by centrifugation. The 
products were washed with deionized water/
ethanol for three times, treated with hydro-
chloric acid (0.1 mol L−1) to remove remain-
ing organic ligands, and washed again with 
deionized water/ethanol for three times. The 
final products of NaMgF3:Tb3+@NaMgF3 core–
shell nanoparticles were obtained by dry-
ing in an oven at 60 °C (140 °F) overnight. 

Preparation of Luminescent Inks 
Containing Nanoparticles and 
Setup for Inkjet Printing
The synthesized NaMgF3:Tb3+@NaMgF3 
nanoparticles (100 mg) were dispersed into 
5 mL deionized water and stirred thoroughly 
to prepare a luminescent ink. The aque-
ous ink could be kept at RT for 14 d with-
out obvious precipitation. The ink was then 
loaded into an inkjet printing system (Micro-
Fab, Jetlab@4). A 50 μm diameter piezoelec-
tric-type nozzle was selected. The driving volt-
age waveforms and negative pressure values 
of the inkjet printer were adjusted to gener-
ate stable and continuous droplets. The spa-
tial accuracy of the inkjet printing system 
was ≈5 μm. A sapphire single crystal sheet 
(φ30 mm × 1 mm) was placed under the print-
ing nozzle. The temperature of the substrate 
was set to 40 °C (104 °F). Typically, a cus-
tomer-designed pattern was inkjet-printed 
on the sapphire substrate. The printed pat-
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tern was irradiated by an X-ray source (aver-
age dose rate ≈2.58 μSv s−1) or 5 min and 
kept in the dark at RT for further use. Finally, 
a PersL image was reproduced by heating to 
400 K and recorded with a digital camera. 

Structural and Optical Characterizations
Powder XRD patterns of the nanoparticles 
were recorded by using an X-ray diffractome-
ter (Bruker, D8 Advance) with Cu Kα radiation 
at an interval of 0.02° with a scanning speed of 
10° min−1. The particle morphology and micro-
structure were observed using a field-emis-
sion transmission electron microscope (Talos 
F200s). PL and PLE spectra were measured 
with a spectrophotometer (Edinburgh Instru-
ment, FLS980); all samples were tested in dry 
powders. The RL spectra were recorded with 
a fiber spectrophotometer (Ocean Optics, QE 
Pro). The PersL decay curves and PersL spectra 
were recorded with a home-built measurement 
system driven by a LabVIEW-based program. 
In this system, a portable X-ray tube (Amptek, 
Mini-X2) with a maximum output of 10 W (typ-
ical voltage 50 kV, tube current 0.2 mA, and 
average dose rate ≈2.58 μSv s−1) was used 
as the excitation source to generate PersL. A 
 filter-attached photomultiplier tube (PMT, Ham-
amatsu, R928P) and a fiber spectrophotom-
eter (Ocean Optics, QE Pro) were applied to 
record the PersL intensity and spectra, respec-
tively. The TL glow curves were recorded using 
another LabVIEW program driven measure-
ment system. Briefly, the sample was irradi-
ated by the X-ray source for 5 min (total dose 
≈774 μSv) at 250 K. After removing the exci-
tation source, the TL signals were recorded by 
the PMT detector from 250 to 550 K. The tem-
perature of the sample was controlled by using 
a cooling/heating stage (Linkam, THMS600E). 
The TL spectra at different temperature were 
monitored by the above fiber spectrophotom-
eter. Fluorescence microscopic images were 
taken by a fluorescent microscope (Olym-
pus®, BX53M microscope). Photographic 
images of the samples under daylight or the 
PersL images were taken with a digital camera 
(Canon, EOS 5D Mark II) in all-manual modes. 

RESULTS AND DISCUSSION

Phase Analysis and Optical Characteri-
zation of NaMgF3:Tb3+ Nanoparticles
The X-ray diffraction patterns of the NaMg-
F3:Tb3+ nanoparticles with 24% Tb3+ concen-
tration were in good agreement with the stan-
dard diffraction patterns of NaMgF3. A slight 
diffraction shift observed suggest unit cell 

expansion due to the substitution of larger  
Tb3+ ions. The NaMgF3 crystal belongs to an 
orthorhombic perovskite structure with a space 
group of Pbnm.[13] The crystal is composed 
of corner-connected MgF6 octahedrons and 
NaF8 polyhedrons. Moreover, the consistency 
between X-ray-excited luminescence (RL) and 
photoluminescence (PL) spectra verified that 
X-ray was an efficient excitation source to give 
green emissions for NaMgF3:Tb3+. The trans-
mission electron microscopy (TEM) images of 
the NaMgF3:Tb3+ nanoparticles showed uni-
form and cubic morphology with an aver-
age size of ≈18.0 nm. The energy dispersive 
spectroscopy analysis of elemental mapping 
showed the measured compositions of 21.9% 
(Na), 17.5% (Mg), 55.7% (F), and 4.9% (Tb).

Optimizing the Doping 
 Concentration of Tb3+

Several NaMgF3:Tb3+ nanoparticles with 
 different Tb3+ concentrations were synthe-
sized. With the increase of the Tb3+ concen-
tration, the cell lattice expanded, resulting in 
a gradual shift of the XRD peaks toward the 
small-angle direction. Also, the PL intensity 
was enhanced with increasing the Tb3+ con-
centration and reached the maximum at 24%. 
The highest thermoluminescence (TL) intensity 
was found in the nanoparticles with 21% of 
Tb3+ doping. With the increasing of Tb3+ con-
centration, the average distance between the 
luminescent centers and emission quenchers 
could be reduced and energy transfer rate was 
increased, which resulted in the concentra-
tion quenching of PL intensity and TL inten-
sity. The NaMgF3:Tb3+ nanoparticles with 24% 
Tb3+ were used in the following sections.

Constructing a Core–Shell 
 Structure in Nanoparticles
In this section, we adopted a surface pas-
sivation strategy by constructing a core–
shell structure in nanoparticles. Specifi-
cally, the synthesized NaMgF3:Tb3+ nanopar-
ticles were used as the cores to grow a 
nonadoped NaMgF3 shell (Figure 1a).

The TEM examinations indicated that the aver-
age size of the nanoparticles was increased 
from 18.0 (cores) to 19.2 (1/50), 20.0 nm 
(1/10), and 20.4 nm (Figure 1b). Accord-
ingly, the thickness of the NaMgF3 passiva-
tion shell was determined as 1.2 nm (1/50), 
2.0 nm (1/10), and 2.4 nm (1/5), respec-
tively. Also, the XRD patterns confirmed 
that pure phase of NaMgF3 was remained in 
the core–shell nanoparticles (Figure 1c).
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Figure 1d shows that the PL intensity of 
the nanoparticles under excitation of 297 
nm was clearly enhanced after coating the 
shells. Also, the shape of the TL glow curves 
was independent on the shell thickness, sug-
gesting that no new trap was introduced 
by the shell layer (Figure 1e). On the other 
hand, the TL intensity was also improved 
with increasing the shell thickness. Based 
on the above results, we consider that the 
improvement of TL should be similar to the 
PL enhancement due to the  inhibition of 
energy transfer to surface quenchers. 

Optical Information Storage Applications
Figure 2a shows the photographic images 
of the luminescent ink containing the NaMg-
F3:Tb3+@NaMgF3 nanoparticles. The ink had 
been left standing for 7 d before use, and no 
obvious stratification was observed. Under 
X-ray irradiation, the ink gave bright green 
emission. Furthermore, the ink was loaded 
into an inkjet printing system. A pattern of the 
 Xiamen University logo with a size of Ø10 mm 
was printed on a sapphire substrate (informa-
tion writing, Figure 2b). Under the fluores-
cence microscope (under excitation at 405 nm), 
one could see that the printed pattern was 
composed of small dots in an orthogonal array. 

The dots showed a regular circular morphol-
ogy and a diameter of ≈100 μm (Figure 2c).

The sapphire substrate was placed under 
X-ray irradiation for energy charging (5 min). 
As shown in Figure 2d, a luminescent pat-
tern was clearly observed under X-ray irradia-
tion, and it quickly faded once the excitation 
source was turned off. The X-ray-charged 
pattern was kept in the dark at RT for 10 
min and moved to a heater preset at 400 K. 
After taking several seconds for heat conduc-
tion, the stored pattern on the sapphire sub-
strate was reproduced and recorded by a digi-
tal camera (information readout, Figure 2d).

Furthermore, the delayed emission of the 
PersL nanoparticles could be used in informa-
tion encryption and decryption. As schemat-
ically illustrated in Figure 2e, a specific pat-
tern made of inkjet-printed NaMgF3:Tb3+@
NaMgF3 nanoparticles was written on the sub-
strate. The pattern was then covered with a full 
layer of CdSe quantum dots. Since the CdSe 
and NaMgF3:Tb3+@NaMgF3 both gave green 
emission under UV and X-ray irradiation, the 
pattern was well hidden (being an unread-
able state, Figure 2f). On the other hand, 
only the NaMgF3:Tb3+@NaMgF3 nanopar-

Figure 1: NaMgF3:Tb3+@NaMgF3 nanoparticles with a core–shell structure. a) Schematic illustration 
of the core–shell structure and the PersL improvement. Surface quenchers on the shells were sepa-
rated from the Tb3+ emitters inside the cores. b) TEM images of the NaMgF3:Tb3+@NaMgF3 
nanoparticles. The insets show the particle size distribution of the nanoparticles. c) XRD patterns,  
d) PL spectra, and e) TL glow curves of the nanoparticles with different RSC.
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ticles were able to store irradiation energy. 
When the substrate was heated to 400 K con-
sequently, the NaMgF3:Tb3+@NaMgF3 gave 
PersL and decrypt the recorded informa-
tion (tuning to a readable state, Figure 2f).

CONCLUSION 

In this work, we reported a new type of PersL 
nanoparticles NaMgF3:Tb3+, which exhib-
ited nanocubic morphology, excellent aque-
ous dispersibility, and light storage ability in 

deep traps under X-ray irradiation. These out-
standing features enabled the developed 
nanoparticles to be applied to inkjet print-
ing technology. Due to the light storage abil-
ity and delayed photon emissions, the NaMg-
F3:Tb3+@NaMgF3 nanoparticles exhibited a 
broad prospect in the optical information 
storage and information encryption applica-
tions. The developed NaMgF3:Tb3+@NaMgF3 
nanoparticles with nanoscale size and deep 
traps for energy storage may open up new 
 opportunities for advanced optical materials 
for the applications of information technology.

Figure 2: Applications of the NaMgF3:Tb3+@NaMgF3 nanoparticles to optical information storage 
and information encryption. a) Photographs of the luminescent ink under day light and X-ray irra-
diation. The ink was left standing for 7 d before use. b) Photograph of a sapphire substrate after 
printing with a Xiamen University logo. c) Image of the printed pixels under fluorescence micro-
scope. d) Photographs of the emission images during X-ray irradiation, at the moment of turning 
off, with a delay time of 10 min, and heated to 400 K. e) Schematic illustration of the optical in-
formation encryption and decryption. f) Photographs of the emission images during UV (365 nm) 
+ X-ray irradiation, turning off with a delay time of 10 min, and heated to 400 K. The encrypted 
information was unreadable during irradiation and turned into readable after heating. Exposure 
time for (d: X-ray), (d: heating), (f: 365 nm + X-ray), (f: heating) was 3 s, respectively.
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Industrial Microscope Solutions

 Industrial microscopes are a vital tool used for measuring, 
quality control, inspection, and in soldering and manufac-
turing. Each industrial microscope we offer uses complex 
designs that provide unique solutions for the inspection 
process and aim to improve resolution and sample con-
trast. Olympus industrial inspection microscopes are suit-
ed to a wide variety of analysis applications, from routine 
inspection to sophisticated analysis, using superb optics 
for industry-leading performance. We have digital micro-
scopes and software for streamlined workflows and flexi-
ble image acquisition solutions. 

CLEANLINESS INSPECTOR: OLYMPUS CIX100

Olympus' expertise in imaging and metrology systems provides today’s manu-
facturers with solutions for particle counting, sizing and classification.

The OLYMPUS CIX100 inspection system is a dedicated, turnkey solution for manufacturers who 
maintain the high quality standards for the cleanliness of manufactured components. Quickly 
acquire, process, and document technical cleanliness inspection data to comply with com-
pany and international standards. The system’s intuitive software guides users through each 
step of the process so even novice operators can acquire cleanliness data quickly and easily. 
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LEXT™ OLS5100 3D LASER SCANNING 
MICROSCOPE

Olympus laser confocal microscopes offer superb image quality 
and accurate 3D measurement by non destructive observation 
method with advanced optical system. Its operation prepara-
tion is easy and no pre-process is necessary with your samples. 

Built for failure analysis and material engineering research, the 
OLS5100 laser microscope combines exceptional measure-
ment accuracy and optical performance with smart tools that 
make the microscope easy to use. Precisely measure shape 
and surface roughness at the submicron level quickly and effi-
ciently to simplify your workflow with data you can trust. 

http://www.advancedopticalmetrology.com
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The Impact of Particles  
on Biological Systems and  
the Environment

 Particles with their unique properties are used in numerous 
applications, such as for electronic devices, pharmaceuti-
cals, and energy materials, just to name a few. In addition, 
in the “Advanced Optical Metrology: Particles I” eBook, it 
is described how liquid crystalline elastomer (LCE) particles 
can be magnetically remote controlled and used as trans-
port systems. When combined with Fe3O4, these nanopar-
ticles have the potential to transport plastic, textiles, and 
copper, enabling novel LCE applications, such as micro-
robots controlled by magnetism. 

Figure 1: Nano- and microparticles are distinctive materials with enormous technological 
and scientific value.

https://advancedopticalmetrology.com/corrosion/particles-unique-properties-uncountable-applications.html
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The benefits of micro- and nanoparticles are 
extensive, ranging from treating new diseases 
to increasing storage energy capacity in bat-
teries. Particle research is generating millions 
of dollars of revenue, especially in the fields 
of medicine, energy, and food safety. How-
ever, one disadvantage of these particles is 
their often poor degradability, making them 
a potential problem for humans, animals, 
and the environment. This eBook is dedicated 
to the research of David Wertheim, Profes-
sor at Kingston University London; in collab-
oration with different groups, Prof. Wert-
heim is using confocal microscopy to analyze 
the impact of different types of particles on 
human health and the environment. Herein, 
the focus lies on his research on particles haz-
ardous to human health detected with sol-
id-state nuclear track detectors (SSNTD).

INTERACTION OF PARTICLES 
WITH BIOLOGICAL SYSTEMS

Numerous research groups around the 
world are investigating the impact of micro- 
and nanoparticles on biological and eco-
logical systems. Both synthetic micro- and 
nanoparticles, as well as particles result-
ing from the degradation of waste or emis-
sions, are studied. Some of the results are 
so shocking that even the daily press reports 
on them. For example, researchers found 
that plastic particles can be found every-
where in the world, from Mount Everest[1] to 

the Mariana Trench[2]. Recently, microplas-
tics were even detected in human blood[3].

At the nanoscale, nanoparticles can physico-
chemically interact with organic chemicals or 
metals present in the environment; this inter-
action may alter their bioavailability and result 
in mixture effects, such as synergism, antag-
onism, and addition. The different effects 
are not only dependent on the properties of 
individual components but also on environ-
mental conditions and biological systems[4].

One of the main mechanisms of interaction 
between inorganic nanoparticles and environ-
mental components is adsorption[5–7]. The 
adsorption of contaminants onto nanoparticles 
can occur in two ways: as a facilitator in deliv-
ering contaminants, where the nanoparticles 
act as a carrier increasing the uptake by the 
organisms[8] — a process known as the “trojan 
horse effect” — and as a reducer of the con-
centration of contaminants in the environment, 
either by strong absorption or aggregation/sed-
imentation, decreasing the co-contaminant 
mobility and bioavailability[9].

AIR POLLUTION  
PARTICULATE MATTER

Exhaust fumes caused by traffic are a major 
health concern, especially in densely popu-
lated areas. In many countries, there are upper 
limits for fine dust values that are regularly 
exceeded despite stricter regulations for par-
ticulate filters in diesel vehicles. To understand 
how diesel particulates enter the body and 
interact with cells, a detailed understanding 
of the properties of the particles is necessary. 

Air pollution particulate matter is the subject 
of Prof. David Wertheim's current work, which 
he is conducting in collaboration with research-
ers at Queen Mary University of London, UK. 
In a study published in 2021, they used a new 
color confocal microscope imaging method to 
study the 3D shape of diesel particulate mat-
ter[10]. They found that the particles adhere 
to human lung epithelial cells, which is in line 

Learn more about the application  
of confocal microscopy for 3D imaging  

of particulate matter in a recent 
presentation by Prof. David Wertheim 

and Dr. Gavin Gillmore.

Figure 2: Microplastics are a major problem for the aquatic ecosystem.
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with their findings that they can have sharp 
jagged appearing edges. With the new find-
ings of this study, the researchers are helping 
to explain why air pollution particulate mat-
ter can enter cells of the human respiratory 
tract, causing various health problems, includ-
ing neurological and cardiovascular diseases.

SOLID-STATE NUCLEAR  
TRACK DETECTORS

Small etched plastic detectors, so-called sol-
id-state nuclear track detectors (SSNTD), 
can be used to monitor radon levels. This is 
important for the safety of workers exposed 
to radon at their workplace, as inhalation of 
radon gas has been linked to the development 
of lung cancer. In several studies presented 
in this eBook, Prof. David Wertheim and col-
leagues have been working to further develop 
this method using confocal microscopy.

DAVID WERTHEIM
David Wertheim is a Professor in the School 
of Computer Science and Mathematics at 
Kingston University London, UK. The main 
focus of his research is developing meth-
ods for analysis and visualization of medi-
cal, biological, and material image and sig-
nal data; a key area of his current research 
is the acquisition and analysis of confocal 
microscope images of particulate matter.
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Figure 3: Fine dust pollution in cities harms people and the environment.
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A New Method of Imaging 
 Particle Tracks in Solid-State 
 Nuclear Track Detectors
D. Wertheim, G. Gillmore, L. Brown, et al.

SUMMARY 
 Solid-state nuclear track detectors are used to determine 
the concentration of α particles in the environment. The 
standard method for assessing exposed detectors involves 
2D image analysis. However, 3D imaging has the potential 
to provide additional information relating to angle as well 
as to differentiate clustered hit sequences and possibly 
energy of α particles, but this could be time-consuming. 
Here, we describe a new method for rapid, high-resolu-
tion 3D imaging of solid-state nuclear track detectors. 
A LEXT™ OLS3100 confocal laser scanning microscope 
(Olympus Corporation, Tokyo, Japan) was used in confocal 
mode to successfully obtain 3D image data on four CR-39 
plastic detectors. Three-dimensional visualization and im-
age analysis enabled the characterization of track features. 
This method may provide a means of rapid and detailed 
3D analysis of solid-state nuclear track detectors.

INTRODUCTION

Inhalation of radon gas (222Rn) and associated 
ionizing decay products is known to cause 
lung cancer in humans[1,2]. In the United King-
dom, it has been suggested that 3–5% of 
total lung cancer deaths can be linked to ele-
vated radon concentrations in the home and/
or workplace. Radon monitoring in build-
ings is therefore routinely undertaken in 
areas of known risk. Indeed, some organiza-
tions such as the Radon Council in the United 
Kingdom and the Environmental Protection 
Agency in the United States, advocate a ‘to 
test is best’ policy[3]. Radon gas occurs natu-
rally, emanating from the decay of 238U in rock 

and soils. Measurement of radon in the envi-
ronment is important in order to give appro-
priate warning of potential risks, for exam-
ple in mines and homes, as well as to estab-
lish where remedial action is required[4,5,6,7].

Radon gas concentration can be measured 
using CR-39 plastic detectors[7], which con-
ventionally are assessed by 2D image anal-
ysis of the surfaces. It is important to note 
that there can be some variation in reported 
results, even in closely spaced detectors[8], 
due in part to error margins in measure-
ment equipment or techniques. We have pre-
viously observed that radon tracks in CR-39 
detectors can be visualized using confo-

04
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cal microscopy and hence information about 
3D track geometry can be obtained[9].

A number of radon measurement methods 
are currently in use (e.g., activated carbon 
and electrets) but the most widely used are 
CR-39 solid-state nuclear track-etch detec-
tors. In this technique, heavily ionizing α par-
ticles leave tracks in the form of radiation 
damage (via interaction between α particles 
and the atoms making up the CR-39 poly-
mer). Typically, two CR-39 plastic detectors are 
installed in a building over a 3-month period, 
one in the lounge and one in the bedroom 
of a domestic property, following Health Pro-
tection Agency (HPA) protocols[7]. After expo-
sure, in the United Kingdom, the detectors are 
then sent to an HPA-accredited laboratory for 
processing. As the latent tracks are not visible 
under an optical microscope, chemical etch-
ing must be performed. This is usually done by 
etching the detector in a caustic soda (NaOH) 
bath for 4 hours, after which time the surface 
pitting made by α particles is revealed. The 
etch pits can then be counted using a micro-
scope, allowing the radon concentration to 
be computed (based on the number of tracks 
for a given area on the detector surface). 
Where the Radon Metrology Laboratory is con-
cerned at Kingston University (an HPA-accred-
ited laboratory and the source of our detectors 
in this study), this is carried out by an auto-
mated RadoSys microscope/computer system. 
A number of internationally regulated count-
ing methods have been set up for analyzing 
radon exposure using passive detectors[10]. The 
majority use a combination of optical micro-
scopes, spark counters, and computer-based 
image scanning and processing systems. The 
etching characteristics of solid-state nuclear 
track-etch detectors, in particular CR-39-type 
plastics, are well known from experimen-
tal studies, where track evolution with etch-
ing follows a well-defined geometry[11].

Some tracks may be at an angle, resulting in 
variation in gray levels seen in microscopy[12]. 
Our study extends earlier work[9], which was 
aimed at classifying and quantifying the shape, 
size, area, and angular distribution of nuclear 
tracks in solid-state detectors. Such analy-
sis forms the basis of the fission track dat-
ing method[13]. It has been highlighted that 
it is necessary to count the number of natu-
rally occurring and induced tracks in order to 
determine the uranium content of the mate-
rial, to produce fission track-based ages[14]. 
Induced tracks are formed by irradiating the 
sample in contact with an external detector, 

generally a low- uranium mica or a CR-39-
type plastic, where induced fission of 235U 
produces tracks in the detector that can be 
revealed subsequently by chemical etching.

The track structure of α particles in CR-39 
is different from that in crystals[9]. How-
ever, there are similarities to radon monitor-
ing in that detectors are chemically etched to 
reveal and count fission tracks under an opti-
cal microscope. Where fission track dating is 
concerned, it is possible to incorrectly esti-
mate the age of a sample through track loss. 
For example, shallow angle tracks may not 
be fully revealed by chemical etching and/
or may not be counted correctly. It has been 
suggested that confocal microscopy may pro-
vide a way of quantifying this track loss[9].

AIM

The aim of this study was to acquire and ana-
lyze high-resolution 2D and 3D image data 
of etched radon tracks in CR-39 detectors.

MATERIAL AND METHODS

A LEXT™ OLS3100 confocal laser scanning 
microscope (Olympus Corporation, Japan) 
with a 408 nm laser was used in order to 
acquire images of four etched CR-39 radon 
detectors. In this study, two objective lenses 
(50X and 100X) were used for the collection 
of 3D data, both having a numerical aper-
ture of 0.95. The manufacturer’s user man-
ual (version 5) indicates that the microscope 
has a planar resolution of up to 0.12 μm 
(using the 100X objective) and a height reso-
lution of up to 0.01 μm. The detectors from 
the Radon Metrology Laboratory at Kings-
ton University were put on a glass slide, which 
was then placed on the microscope stage.

Acquisition and analysis of  
2D surface images
In this study, 2D surface images of the detec-
tors, obtained with a 10X objective, were ana-
lyzed. With the 10X objective lens, each pixel 
corresponded to 1.25 μm. A charge-coupled 
device is used to acquire 2D color images from 
reflected light. The maximum number of pix-
els per field of view using the charge-cou-
pled device camera (optical) is 1024 x 768. 
Images of the central portion of the detec-
tors were processed using software we devel-
oped at Kingston University using MATLAB 
(The MathWorks, Inc., Natick, MA, U.S.A.). 
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The color images (.bmp files) were converted 
to gray scale and then binary following man-
ual entry of an appropriate threshold value; 
using the software small objects in the resul-
tant binary image were removed and a 3 x 3 
median filter was applied. Appropriate detec-
tion of the radon tracks could be checked 
from an image obtained by superimposing a 
contour of the detected tracks onto the gray 
scale or color image, and hence, the suitabil-
ity of the threshold could be visually assessed. 
Tracks near the edge of the image were not 
included in case they were not complete. The 
detected objects were then analyzed using 
the ‘regionprops’ function in MATLAB; this 
method is similar to that previously described[9]. 
The area, perimeter, and shape of the tracks 
were assessed. In addition, the images were 
visually examined in order to investigate the 
possible occurrence of closely spaced tracks. 
Tracks were identified visually on the light 
white background as dark round or elliptically 
shaped objects that may have a pale center.

Acquisition and analysis of 3D images
The LEXT microscope was used in confocal 
mode in order to acquire 3D image data of 
more than 60 tracks of which 51 were sin-
gle tracks. The height of the top surface 
and the deepest track were manually deter-
mined in order to allow the image data to be 
acquired over an appropriate depth range. 

For this study, a 50X objective was used 
for the initial 3D examination of the detec-
tors as this appeared to give an appropri-
ate level of detail for the tracks while allow-
ing several tracks to be imaged. The move-
ment between each step in the z-direction 
was 180 nm for the 50X objective and 50 nm 
for the 100X objective. For the 50X objec-
tive lens, each pixel corresponds to 0.25 μm. 
In order to view further surrounding tracks, 
the tiling feature was used to acquire a series 
of adjacent images which were then stitched 
together; the stitching involves a 15% overlap 
of the adjacent tiled images. The 3D visualiza-
tions were compared with 2D surface images.

The 3D data, including height information, was 
visualized and analyzed using the LEXT system. 
Hence the depth profile and changes in gray 
level were examined in tracks that appeared 
to be inclined, as identified by an elliptical 
cross-section, by manually selecting cross-sec-
tions through the visualization of the tracks. 
We also investigated possible connections 
between tracks when there were closely spaced 
multiple events. Data with height information 
was also exported to a spreadsheet-compati-
ble file so that it could be visualized with addi-
tional software we developed using MATLAB.

RESULTS

A total of 229 single tracks or clusters of mul-
tiple tracks (range 53 to 63 per detector) were 
seen in the images of the four detectors. An 
example of an image of tracks and their detec-
tion is shown in Figure 1. There were 182 
clear single tracks, 25 double adjacent tracks, 
and 7 regions of apparently more than 2 adja-
cent tracks; there were a further 15 single or 
double tracks where there appeared to be 
some artifacts and hence were not included in 
the following analysis. The area data for the 
single tracks was not consistent with a nor-
mal distribution using the Ryan–Joiner test 
in MINITAB v. 15 (Minitab, Inc. State College, 
PA, U.S.A.), and hence median, quartiles, 
and range are used for the descriptive statis-
tics. The area, perimeter, equivalent diameter, 
roundness, and eccentricity of the single and 
double radon tracks are shown in Table 1.

Eccentricity is the ratio of the distance between 
the foci of the ellipse divided by the length  
of the major axis; thus, for a  circle the value  
is 0. The eccentricity values suggest that  
most of the single tracks are elliptical, which  

Figure 1: Image showing segmentation of tracks (shown in pur-
ple) on an image using a 10X objective. The tracks are seen as 
darker elliptical or circular areas. A range of track sizes and gray 
levels is seen as well as some overlapping tracks. The long rect-
angular object on the upper right is assumed to be an artifact 
and was thus not included in the analysis.
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Single tracks Minimum Q 1 Median Q 3 Maximum

Area (μm2) 315.63 1228.13 1668.75 1898.13 3062.50

Equivalent diameter (μm) 20.05 39.54 46.10 49.16 62.44

Perimeter (μm) 64.63 128.89 152.05 161.31 213.56

Major axis length (μm) 21.44 43.45 48.78 51.00 75.79

Minor axis length (μm) 14.33 35.75 43.99 48.35 54.59

Roundness 0.97 1.06 1.09 1.13 1.70

Eccentricity 0.04 0.24 0.37 0.57 0.89

Double tracks Minimum Q 1 Median Q 3 Maximum

Area (μm2) 1067.19 2348.44 3078.13 3448.44 4384.38

Equivalent diameter (μm) 36.86 54.69 62.60 66.26 74.71

Perimeter (μm) 124.98 200.31 241.24 265.24 356.78

Major axis length (μm) 47.09 68.01 86.09 98.83 126.94

Minor axis length (μm) 29.26 43.81 47.83 50.72 55.15

Roundness 1.15 1.28 1.41 1.66 2.31

Eccentricity 0.61 0.78 0.83 0.87 0.92

Table 1: Minimum, Q1, median, Q3, and maximum values of area, perimeter, roundness, and other measures for single  
and double tracks.

is consistent with visual observation. Using 
Spearman’s rank correlation there is a 
 significant negative correlation between area 
and eccentricity (r=0.541, n=182, P < 0.001), 
although there was wide variation when 
examining the data with a scatter plot.

Compactness is defined as the ratio of perim-
eter squared divided by area[15] and  roundness 
is that ratio divided by 4π[16]. Thus, a circle has 
the lowest roundness of 1. In this data, all  

the objects had a roundness of 1 or more 
except for one very small object (222 pixels in 
area) with a measured roundness value of 0.97. 
The median roundness of the single tracks 
of 1.09 is also consistent with many tracks 
not being exactly circular in cross-section.

Three-dimensional visualization helps in inves-
tigating variation in area and depth as well as 
identifying coalescing tracks as seen in Fig-
ure 2 where a 50X objective was used. The 

Figure 2: Example of 3D 
 visualization of tracks from 
data obtained with a 50X 
objective showing the 
 distribution of tracks in the  
3 × 3 stitched area; some 
adjoining tracks can be seen. 
The color coding shows the 
height: red being the top, 
through yellow, blue, green, 
and to purple being the 
deepest.
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examples in Figures 2 and 3 show that track 
areas appear to be highest at the surface and 
become smaller going deeper into the detector. 
The 3D image data in Figure 2 was exported to 
a spreadsheet file in order to enable the analy-
sis of the track area using additional software 
developed using MATLAB (The MathWorks, 
Inc.) at Kingston University. The software 
detects the surface layer and hence can identify 
tracks emanating down from the top surface. 
From the 3D image data, the area of nine sin-
gle tracks at the detector surface was analyzed 
and compared with a corresponding 2D image 
acquired with a 10X objective. The mean (stan-
dard deviation) difference in the track area, 
(3D – 2D measurements) divided by the mean 
of the 2D and 3D area, was 5.1% (4.2%); this 
data was consistent with a normal distribu-
tion using the Ryan–Joiner test in MINITAB v. 
15 (Minitab, Inc.) and using a one-sample t-test 
were significantly different from 0 (P = 0.008).

Acquisition of each 3D dataset (without til-
ing) takes typically about 5 minutes depend-
ing on settings; 130 steps can be scanned per 
minute in the z-direction when using any of 
the objectives. Visualization and basic anal-

ysis of the 3D track data typically takes less 
than 10 minutes, depending on the size of the 
image and the type of analyses performed. 
Some of the observed elliptical shape tracks 
were associated with different gradients on 
either side of the corresponding depth profile 
of the 3D data. From the profile graph in Fig-
ure 3, the deeper track can be seen to have 
a depth of about 22 μm whereas the shallow 
track has a depth of about 10 μm. An indi-
cation of the track angle can be derived from 
the depth and spatial position data. The gradi-
ent of the profile is likely to indicate the angle 
at which the α particle hit the detector; two 
examples of this are seen in Figures 3 and 
4, which also show that 3D visualization and 
depth profiles can help in understanding the 
relative size and angles of a sequence of mul-
tiple hits from the way in which the tracks are 
formed (Figure 4). The profile graph in Fig-
ure 4 shows clearly the depths of the two 
tracks on the right are about 18 and 22 μm. 
In addition, in the example in Figure 4, the 
outline 2D shape suggests there may be two 
tracks, whereas the greater detail from 3D visu-
alization shows that there are three tracks.

Figure 3: An example showing two tracks in 2D together with a depth-encoded color image and 
the profile through the tracks that were taken with a 100X objective. As in Figure 2, the color cod-
ing shows the height: red being the top, through yellow, blue, green, and to purple being the 
deepest. The gradient profile suggests that the left track was formed by an α particle coming from 
the right side, whereas the larger right-hand track appears to have been formed by a particle from 
the left-hand side as the slope is seen to be less steep.
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DISCUSSION

In this study, clear visualizations of surface and 
3D tracks were obtained and a number of pat-
terns such as single, double, and multiple hits 
as well as angled hits were observed. Further 
to our earlier paper[9], in this investigation, 3D 
images of the full depth of tracks together 
with greater detail were obtained. The lower 
wavelength laser as well as the 50X and 100X 
objective lenses used here for 3D microscopy 
contribute to the improved resolution. Hence, 
it was possible to visualize in detail the occur-
rence of angled tracks in 3D and to quantify 
the angle along different profile lines; such 
visualization allows assessment of the direction 
in which the α particles collide with the detec-
tor. From the 2D image data, the area of tracks 
shows marked variation, and preliminary results 
suggest that this may be inversely related to 
the eccentricity, which is consistent with visual 
observations that lower area tracks appeared 
to be more elliptical in shape. It would be inter-
esting to investigate if area is related to the 
angle of inclination. The 50X objective used 
for 3D dataset collection enables higher spa-
tial resolution images than the 10X objective 

and hence correspondingly influences track 
area measurement accuracy. Measurements of 
surface track area obtained from a 3D image 
using the 50X objective were found to be 
similar to corresponding area measurements 
from a 2D image using the 10X objective; the 
mean difference observed was 5.1% which, 
albeit small, was significantly different from 
0 (P = 0.008). The higher track area, observed 
using 3D imaging, is likely to be due to the 
decrease in the area seen going deeper into the 
detector. For 2D imaging, this may result in less 
contrast around the circumference of the track, 
which thus could affect the area detected 
when applying the thresholding algorithm.

The variability of radon track measurements 
from 2D measurements may in part be due to 
the difficulty of selecting true tracks from an 
artifact. It was observed that high-resolution 
3D visualization can help in accurately identi-
fying tracks and quantification of their geom-
etry. Although collecting 3D datasets takes 
more time than conventional 2D imaging, the 
3D data enables further analysis of tracks than 
from 2D data alone; this should help in bet-
ter understanding track formation and more 

Figure 4: An example of multiple coalescing tracks obtained with a 100X objective. The profile of 
this image is shown just below and confirms that the tracks are individual overlapping tracks with 
the middle track being the deepest. The height color coding is as in Figures 2 and 3. The white line 
through the image shows where the profile map has been taken.
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precise determination of the number of radon 
tracks. For example, multiple closely spaced 
tracks could be due to hits from multiple par-
ticles or possibly bouncing of particles on the 
detector surface; 3D imaging should enable 
the distinction of particle bouncing from multi-
ple particle hits by assessment of the depth and 
angle data. The occurrence of areas of adja-
cent multiple hit tracks was observed; the rea-
son for α particles appearing to impinge on the 
detector more often in certain areas is unclear, 
but it is possible that the process of track for-
mation causes a change in surface charge. In 
summary, high-resolution 3D images of radon 
tracks in CR-39 plastic detectors obtained 
using confocal microscopy in combination with 
2D microscope images enable detailed anal-
ysis of their physical dimensions and shape; 
the full depth of tracks and their angle with 
respect to the surface could be quantified. 
The techniques described in this study allow 
detection of tracks of different sizes and may 
thus help to improve the accuracy and repeat-
ability of radon measurements as well as gain 
a better understanding of track formation.
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Application of Confocal 
Microscopy for Surface and 
Volume Imaging of Solid-State 
Nuclear Track Detectors
D. Wertheim, G. Gillmore

SUMMARY 
 Inhalation of radon gas is considered a risk factor in the 
development of lung cancer. Solid-state nuclear track 
detectors (SSNTDs) are often used for monitoring radon 
levels. We have previously shown that 3D imaging can 
help distinguish real tracks from artifacts. In this study, we 
investigated particle tracks in nine SSNTDs using surface 
and volume visualization from confocal microscope imag-
ing. An Olympus LEXT™ OLS4000 confocal microscope 
equipped with the Olympus LEXT Remote Development 
Kit was used to acquire z-stack images and surface data 
from the SSNTDs. Surface and volume visualization anal-
ysis methods were developed and applied to examine the 
data. The mean (standard deviation) depth of 45 tracks 
from the nine detectors was 9.5 (4.6) μm. The mean dif-
ference in track depth using the two analysis techniques 
was 0.08 μm, thus showing good agreement. Further-
more, volume visualization should enable assessment of 
the structure of tracks deep in the detector.

BACKGROUND

As outlined on pp. 6–7 of this eBook, the inha-
lation of radon gas has been shown to be a 
risk factor in the development of lung can-
cer[1]. It is estimated that there are 1,100 
home radon-related lung cancer deaths annu-
ally in the United Kingdom alone[2]. Radon 
levels can be measured using small etched 
plastic detectors called solid-state nuclear 

track detectors (SSNTDs); the detectors are 
often based on poly-allyl-diglycol carbon-
ate or PADC, commercially known as CR-39.

CR-39 detectors
SSNTDs are more similar to human tissue than 
other passive detectors[3]. They are exten-
sively used in dosimetry because of their low 
 linear energy transfer (LET) threshold for detec-
tion of charged particles[4], hence their use 

05
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in  measuring radon and its decay products 
in buildings. SSNTDs are also used in neu-
tron dosimetry and the neutron response 
of such detectors has relied on the simula-
tion of the formation/development of etched 
tracks as a function of energy and etching 
time[5]. Some authors have undertaken simu-
lated 3D computation of track shape in order 
to better understand the potential effect of 
incidence direction of charged particles and 
SSNTD track development[6,7]. The measure-
ment of track parameters then can provide 
data on the energy deposition of the incident 
particle[3], and analysis of tracks produced by 
α particles, protons, or nuclear fission frag-
ments is a very valuable tool[8]. The geometry 
of α-track cone formation in SS- NTDs can pro-
vide information on energy and charge and 
direct measurements of track lengths are some-
times required[8]. The α-track etch-pit diam-
eters can act as a spectrometer in that they 
can be related to incident α energy[9]. In one 
study, detectors were broken in order to make 
direct measurements of the track length[7], 
while others have utilized atomic force micros-
copy (AFM), but due to probe geometry the 
bottom of the track has not been reached[8]; 
a holographic technique in combination with 
an interferometer has also been applied to 
obtain surface views of tracks[8]. Thus, there 
have been few studies imaging actual track 
depths using nondestructive techniques.

SSNTD imaging
Conventionally etched SSNTDs are assessed 
using 2D microscope imaging. Confocal 
microscopy can be used to obtain 3D image 
datasets of tracks in SSNTDs[10,11]. Fluores-
cent confocal microscopy was used to image 
SSNTDs by treating the detectors with Nile 
Blue A[10]. We have previously used the LEXT™ 
OLS3100 confocal microscope to successfully 
image CR-39 radon track detectors[11-13]. These 
studies used reflection confocal microscopy 
to enable 3D visualization and quantification 
of tracks from surface data without the need 
for using a fluorescent dye. A recent addition 
to the LEXT™ OLS4000 microscope enables 
z-stack images to be stored in addition to the 
acquisition of surface image data. Hence, this 
potentially allows examination of 3D material 
structure around tracks which may help in the 
interpretation of coalescing and angled tracks.

AIM

The aim of this study was to investigate sin-
gle and coalescing particle tracks with sur-

face and volume visualization of confo-
cal microscope SSNTD image datasets.

METHOD

Nine CR-39 plastic radon detectors previously 
exposed in rooms, or a controlled radon cham-
ber were processed by etching for up to 4.5 
hours in 6M NaOH solution at 90 °C (194 °F) 
in the KU (Micro) Radon Laboratory at Kings-
ton University; the etching conditions could 
potentially affect the microscopic appearance 
of tracks. The etched SSNTDs were cleaned 
with distilled water in an ultrasonic bath 
for 2 minutes. Detectors were individually 
placed on the microscope stage of an Olym-
pus LEXT™ OLS4000 confocal microscope 
(Olympus Corporation, Japan). The micro-
scope system was equipped with the Olym-
pus LEXT Remote Development Kit (RDK), 
thus allowing acquisition of z-stack images as 
well as surface imaging. The detectors were

initially examined using the LEXT operating in 
2D imaging mode using 5X and 10X objec-
tive lenses followed by 3D scanning using the 
standard ‘fine’ surface scanning mode (with 
‘Color’); the method is similar to that used 
in earlier studies with an OLS3100 micro-
scope[12,13]. In confocal mode, 50X or 100X 
objective lenses were used (NA 0.95), and the 
microscope has a 405 nm laser. The images 
were acquired with a size of 1024 × 1024 pix-
els; using the 50X lens, the xy area imaged 
was 260 × 260 μm, thus giving a lateral spatial 
resolution of 0.25 μm per pixel. Before scan-
ning, the top (upper detector surface) and bot-
tom levels were determined manually. 2D and 
3D screenshots were acquired as single image 
files. Heightmap data were downloaded in a 
spreadsheet-compatible file in order to allow 
subsequent 3D visualization and analysis.

In this study, we examined and com-
pared surface data with z-stack imag-
ing. The surface data were analyzed from 
the heightmap spreadsheets. Z-stack imag-
ing was obtained using the LEXT RDK, and 
hence it is possible to enable volume visu-
alization from the confocal slices.

Script files were written for the RDK to run 
on the controlling PC in order to allow appro-
priate movement of the objective lens fol-
lowing each z-slice acquisition; in each script 
file, movement was set such that the objec-
tive lens moved up away from the slide in 
0.1 μm steps. As the top and bottom posi-
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tions were known, the number of slices to be 
acquired could be calculated, and hence the 
number of slices to be collected was set in the 
script file; the z-stack images were collected.

3D visualization
Software was written in MATLAB (The Math-
Works Inc., Natick, MA, U.S.A.) in order to read 
the height field map spreadsheet files. The 
mode height was calculated to determine the 
level of the detector surface. The minimum and 
maximum heights were computed, and the 
data was remapped as a gray scale image cov-
ering the full range of height values. The resul-
tant images were read into Amira v. 5.4 (VSG, 
Visualization Sciences Group), and networks 
were developed to allow examination of the 3D 
visualization. Further software was developed 
in MATLAB in order to display surface data 
and compute the distribution of track depths.

Surface and volume visualizations of the z-stack 
images were also performed using Amira; iso-
surface and voltex visualization techniques 
were applied to examine the image data.

Comparison of track depths
Track depths calculated from the surface 
spreadsheet files were compared with the 
stack data for 45 tracks in the nine detectors. 
In Amira, the depth of the tracks was exam-
ined using orthoslice visualization; in this 
mode, the signal from the confocal micro-
scope imaging can easily be seen in successive 
z-slice images, and an example can be seen in 
Figure 1C. The track depths were thus calcu-
lated from the difference between the detec-
tor surface level and the lower surface of each 
of the tracks as the distance between slices 
is constant; the lower surface was defined as 
the lowest position where the track is discern-
ible. Data were tested for consistency with 
a normal distribution using the Ryan–Joiner 
test in Minitab v. 16 (Minitab Inc., U.S.A.).

RESULTS

Visualization using 3D surface and volume 
approaches were compared. Figure 1 shows 
an example of surface imaging from depth 
data in comparison with volume visualization. 
The Figure shows views from the lower side of 
the detector and looking from the top surface. 
This is compared with volume visualization 
(Figure 1D) formed by combining the z-stack 
of intensity images, one of which is shown in 
Figure 1C. The techniques applied for volume 
visualization of the stack data did not apply 
connection of surfaces so that the raw inten-
sity data were used; this can result in appar-
ent gaps but avoids potential difficulties from 
applying assumptions about surface geometry.

Figure 2 shows an example of zooming in on 
an angled track as well as two apparently very 
closely coalescing tracks. The volume visualiza-
tion technique allows zooming in to examine 
the surface in more detail, thus identifying the 
likely closely coalescing tracks and the appear-
ance of an angled track. These examples illus-
trate that visualization of z-stack data enables 
structure of the tracks deep in the detector to 
be seen. An example of the analysis of track 
depth data using software we developed in 
MATLAB is shown in Figure 3. Using data from 
another detector, the representation of depth 
in a gray scale or pseudocolor image helps to 
assess the depth of each individual track with 
respect to the detector surface. Tracks 1, 2, 

Figure 1: Example showing 3D surface imaging (50X objective) from height data 
with LEXT microscope; (A) shows a side view from the lower side of the detector, 
(B) shows 3D surface from top surface, (C) shows an example of a single z-stack 
intensity image an example of a stack intensity image, and (D) shows 3D volume 
visualization of tracks from a z-stack dataset. In each image the lengths of the ab-
scissa and ordinate axes are 300 μm.
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Figure 2: Example showing zoomed visualization of Figure 1 stack imaging. The left-hand image 
shows a view of the top surface and the right-hand image shows an image viewed from deep in 
the detector to the top surface.

Figure 3: An example of a depiction of track depth data using a greyscale image (upper). The lower 
part of the figure shows a 3D representation of the data.
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and 3 have depths of 7.5, 14.5, and 6.6 μm, 
respectively, as can be seen in the lower part of 
the figure with a 3D representation obtained 
using software we developed in MATLAB.

Comparison of track depths
The mean (standard deviation) depth of the 
45 tracks was 9.5 (4.6) μm. Figure 4 shows 
a graph of the difference in calculated depth 
(surface depth minus stack measured depth) 
against the mean in accordance with a method 
for comparing measurements[14]. The mean 
(standard deviation) difference in calculated 
depths between the two methods was 0.08 
(0.40) μm. There was no significant correla-
tion between the difference in the two mea-
surements and the mean (Pearson’s correla-
tion coefficient r = −0.02, p = 0.9). The depths 
are consistent with previous observations[13].

DISCUSSION

Assessment accuracy is important not only 
for radon detection and remediation but also 
for dosimetry. Coalescing tracks may cause 
problems of interpretation using conven-
tional 2D analysis, these difficulties could be 
addressed using 3D imaging which also helps 
to distinguish real tracks from artifacts; arti-
facts due to dust or similar particles should 
be evident by protrusion above the top sur-
face. Coalescing tracks are likely to be partic-
ularly evident with high track densities asso-
ciated with high radon concentrations.

Detection of surface features has wide appli-
cations in material analysis. In the case of 
SSNTDs, surface tracking may be difficult for 
very steep tracks that could occur in some 
deep and angled tracks. Furthermore, coalesc-
ing tracks could be difficult to assess because 
of the associated complex profile. Z-stack 
imaging allows the raw data to be displayed, 
thus avoiding possible artifacts that may be 
seen in steep, angled tracks; furthermore, the 
method allows a detailed view of the struc-
ture of coalescing tracks. Hence, 3D imag-
ing allows examination of coalescing tracks 
and helps to discern real tracks from arti-
facts, both of which potentially could be prob-
lematic in 2D analysis. The examples in Fig-
ures 1 and 2 illustrate that visualization of 
z-stack data images allows examination of 
the structure of tracks deep in the detector.

Rather than only imaging the surface, in trans-
parent and partially transparent materials, stack 
imaging should allow examination around the 
surface into the material. Thus, we have been 
able to study the structural appearance of 
tracks. Additional information can possibly be 
obtained regarding surfaces associated with 
steep angles with respect to the upper sur-
face. The stack imaging system enables exam-
ination of the reflected signal, thus allowing 
detailed interpretation of the data associated 
with steep angular features as can be seen, 
for example, in deep tracks and certain angled 
tracks. In addition, if 3D surface imaging iden-
tifies unexpected surfaces, stack imaging can 
help in the interpretation of data in order to 
understand better the resultant visualization. 
The comparison of calculated depths using the 
two techniques showed good agreement.

CONCLUSIONS

Series of z-stack images were acquired using 
the Olympus LEXT™ RDK as well as surface 
imaging data with the microscope and soft-
ware was developed to enable 3D visualization 
and analysis of the data in order to examine 
radon tracks in CR-39 detectors. Stack imag-
ing can enable visualization that complements 
conventional 3D surface imaging as it allows 
examination of the material surrounding the 
detected surfaces. Comparing the two analy-
sis techniques, there was good agreement in 
the calculated measurement of track depth. 
This approach should enable the assessment 
of the structure of tracks deep in the detec-
tor, which could help in the interpretation of 
images and hence improve SSNTD assessment.

Figure 4: Graph showing the difference in calculated depth (surface 
measured depth − stack measured depth) plotted against the mean of 
the two measurements.
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06 Application of Confocal 
 Microscopy for 3D Visualization 
of Tracks in Solid-State Nuclear 
Track Detectors
D. Wertheim, G. Gillmore

ABSTRACT

 Inhalation of radon gas is considered to be associated 
with about 1,100 people dying annually from lung 
cancer in the UK alone. Accurate and timely assessment 
of  radon levels is thus important in areas with known 
elevated radon level risk in order to be able to 
institute remedial procedures. A common method for 
monitoring radon concentration is with small plastic 
detectors known as solid-state nuclear track detectors 
(SSNTDs). This paper  reviews recent research in 3D 
imaging of SSNTDs using confocal microscopy. 

INTRODUCTION

Inhalation of radon gas, that is 222Rn and its 
associated radioactive heavy metallic daugh-
ter products such as 214Po, is estimated to be 
associated with about 1,100 lung cancer-re-
lated deaths annually in the UK[1–3] and 21,000 
in the USA[4]. Furthermore, radon exposure 
can increase the risk of lung cancer in smok-
ers as well as non-smokers[5]. The gas is a natu-
ral hazard that can be found in elevated levels 
in areas of the UK as well overseas; it is formed 
as a result of the natural radioactive break-
down of uranium 238U present in rocks and 
soils. Radon gas is colorless and odorless, so 
its presence could remain undetected without 
the use of appropriate sensing technology. It is 
possible for concentrations to become unsafe, 
for example in poorly ventilated rooms, mines, 
and caves[6]. Amelioration in both homes and 
workplaces by adequate room ventilation 
measures may thus be required in order to 

reduce radon levels in affected areas[7]. Hence, 
monitoring radon concentrations in build-
ings is routinely undertaken in certain areas 
with the potential for elevated radon levels. 

Measurement of radon levels in buildings 
is thus an important step toward tackling 
increased radon gas levels in rooms inhabited 
by humans. Solid-state nuclear track detec-
tors (SSNTDs) are small passive devices often 
made of plastic that can be used to measure 
radon concentrations in the atmosphere. They 
are commonly placed in an outer enclosure 
that ensures air passes over the detector. Alpha 
particles formed by the nuclear breakdown 
of radon cause tiny sub-microscopic indenta-
tions, termed tracks, in the SSNTD. In order to 
make these visible for a light microscope, the 
detectors are etched. Radon gas concentra-
tion can be measured with CR-39 plastic detec-
tors[8], but even detectors near each other can 
give differing readings[6]. CR-39 solid-state 
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nuclear track-etch detectors are the most com-
monly used for radon gas measurements. 

Typically, the detectors are placed in rooms 
for several weeks. In order to make tracks 
in the SSNTD from alpha particles visible 
with a microscope, the tracks are enlarged 
using a process called etching, but this can 
vary in time, temperature, and etchant con-
centration. The standard method of assess-
ing radon concentration involves analysis of 
2D microscope images of the SSNTDs; using 
this approach, tracks often appear circular 
or elliptical in cross-section. However, distin-
guishing real tracks from artifacts using 2D 
imaging and analysis alone can be difficult. 

Radon concentrations are derived from count-
ing the number of tracks seen in SSNTDs 
exposed for a given period. The tracks are 
conventionally counted by image analy-
sis of 2D microscope images of the detec-
tor. The length of time of the etching pro-
cess can affect the size of the tracks seen[9]. 
This potentially could affect the counting pro-
cess as short etching times could result in 
small tracks that may be difficult to discern, 
whereas long etching times could result in 
coalescing tracks from which it could be diffi-
cult to discern individual tracks as well as dis-
tinguishing real tracks from artifacts. Thus, 
etching times are important to consider as 
well as similarly etching temperature and pH. 

DEVELOPMENTS IN   
MICROSCOPE IMAGING  
OF RADON TRACKS

Confocal microscopy has previously been used 
to examine fission tracks in mica and apa-
tite[10]. We have developed and applied meth-
ods for 3D image analysis and visualization of 
radon tracks in SSNTDs using confocal micros-
copy[9,11-14]. There can be some variation in 
track diameters; the results from a study indi-
cated that the typical median (range) equiv-
alent track diameter for single tracks is 46.1 
(20.05 to 62.44) µm for standard process-
ing[12,13]. In our studies, Olympus LEXT™ con-
focal microscopes have been used to image 
tracks, and the results have shown that tracks 
can have different sizes, shapes, and angles. 
In addition, we identified that tracks in close 
proximity can coalesce into a cluster; such clus-
ters could potentially be difficult for 2D image 
analysis to distinguish from artifacts. 3D imag-
ing allows a clearer distinction of real tracks 
from artifacts compared with 2D imaging as 

the full 3D extent can be ascertained from the 
visualization rather than just a surface image. 
Thus, we suggest that 3D imaging and analysis 
may help to improve measurement accuracy. 

COMPARISON OF 2D  
AND 3D IMAGING

In our studies, we have used LEXT™ mod-
els OLS3100, OLS4000, and OLS4100 confo-
cal laser scanning microscopes (Olympus Cor-
poration, Tokyo, Japan) to acquire 3D image 
data on CR-39 plastic detectors as previously 
described[9,12-14]; the detectors used were from 
the Radon Metrology Laboratory at Kingston 
University. The detectors were placed on a glass 
slide or directly on the microscope stage. Con-
focal microscope images were obtained pri-
marily using a 50X or 100X objective mostly 
in fine mode; both lenses had a numeri-
cal aperture (NA) of 0.95. Examples compar-
ing 2D imaging with 3D imaging are shown 
in Figures 1 to 3. Figure 1 shows an exam-
ple of an artifact caused by debris on the 
surface that can be seen to be easily identi-
fied with 3D imaging as it lies above the sur-
face, whereas it could potentially be confused 
with a small track using 2D imaging alone.

Figure 1 shows a 2D image of an SSNTD. 
From the image one bright area could be a 
small track or artifact. 3D imaging shows 
that it is indeed an artifact as seen in Fig-
ures 2 (right-hand image) and 3 since it 
emanates above the detector surface.

Depending on radon concentration and length 
of exposure of the detector, tracks can occur in 
close proximity to other tracks on the SSNTD. 
If tracks coalesce, it is possible that a basic 2D 
imaging and analysis system could have a ten-
dency to count such multiple strikes as one 
or as an artifact if not of circular appearance. 
With longer exposures or higher radon con-
centrations, there is an increased likelihood 
that tracks could overlap or be superimposed 
on one another. If tracks coalesce it is possible 
that individual tracks may be difficult to detect 
using 2D image analysis, and there may thus 
be the potential for underassessment of track 
numbers; 3D imaging allows detailed exam-
ination of coalescing tracks, which could thus 
help in situations where SSNTDs are used over 
long periods or in high radon concentrations. 

Our studies with the Olympus LEXT micro-
scope have shown that confocal micros-
copy can be used to examine SSNTD tracks 
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in 3D[9,12]. Suitable specimen and slide prepa-
ration are important as had helped in apply-
ing the techniques to other fields of study, 
such as imaging of volcanic ash particles[15].

CONCLUSIONS

Radon measurement is a key step in identify-
ing whether levels of this colorless, odorless, 
radioactive gas could pose a risk to human 
health. A number of measurement methods 
are available, and one of the simplest to use is 
with SSNTDs. SSNTDs require no power sup-
ply and minimal maintenance and so are ideal 
for use around buildings as well as in remote 
areas. Part of our current research involves 
investigating if SSNTD measurement accuracy 
can be improved using 3D microscopy imag-
ing compared with 2D imaging. Our results 
suggest that 3D imaging of radon tracks can 
help to enable distinguishing artifacts from 
real tracks; in particular 3D imaging helps to 
clearly identify features on the surface of the 
detectors that 2D imaging would not be able 
to easily characterize. Additionally, 3D imaging 
helps in the identification of multiple coalesc-
ing tracks, which are a particular issue in detec-
tors with a high number of tracks and may 
have complex shapes; if the image detection 
is based solely on detecting round shapes, 
there could be a possibility for underassess-
ment of the number of tracks. Confocal imag-
ing enables the number of contributing tracks 
in coalescence to be examined closely as well 
as distinguishing real tracks from artifacts. 
Thus, 3D imaging may help in improving the 
accuracy of track determination in SSNTDs.

Figure 1: 2D image of an 
SSNTD using a 50X objective 
lens. Scale 257 by 257 µm. 
Blue arrow indicates an area 
that appears to be an artifact 
or a small track.

EXAMPLE IMAGES

Figure 2: Equivalent 3D images showing detection of an artifact (orange, indicat-
ed with white arrow) above the level of the track in yellow. The left image shows 
a color view with a true color representation, whereas the right-hand image is col-
or encoded for height with blue/violet being the deepest and red the highest level; 
the surface of the detector is thus in yellow.

Figure 3: Alternative 3D views of the same detector with color-coded height, i.e., 
blue/violet being the deepest and red the highest level; the surface of the detector 
is yellow.
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Additive Manufacturing  
Process Classification, Applica-
tions, Trends, Opportunities, 
and Challenges
 Additive manufacturing (AM), also known as 3D printing, is 
a process of joining materials to make parts based on data 
coming from digital 3D models. AM is a layer-by-layer man-
ufacturing process, which differentiates it from conventional 
subtractive and formative manufacturing technologies.

In industry, sector after sector is moving away 
from conventional production methods to AM, 
a technology that has been recommended for 
substantial research investment.[1] The global 
economic impact of AM is estimated to be 
around US$550 billion per year by 2030.[2]

Many industries—including aerospace, med-
ical, automotive, tooling, energy, natu-
ral resources, consumer, and defense—have 
started to embrace the benefits of AM. Cur-
rently, there is a paradigm shift taking place—
for years, AM has been used primarily for cus-
tomization, prototyping, and low-volume 
manufacturing. However, in recent years, AM 
is increasingly being used for mass produc-

tion and is no longer limited to product proto-
types. This advancement from prototyping to 
serial production has created many research 
and development opportunities, especially 
for quality management and certification.

The process starts with a digital model that 
reflects the desired design. Preprocessing is 
often needed on the file depending on mate-
rials, applications, and AM processes. A 
proper AM process must be chosen that ful-
fills the material and application of inter-
est. After the layered manufacturing is com-
pleted, post-processing may be needed to 
eventually reach the physical part. Figure 1 
shows the AM process chain schematically.

Figure 1: AM chain producing 
physical parts from a digital design.
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Modern AM started in the 1980s with the 
ideas of Charles Hull, who successfully acquired 
a patent for his stereolithography apparatus, a 
process that solidifies thin layers of photopoly-
mer using a laser beam. Following this con-
cept, many new technologies, including direct 
metal laser sintering, selective laser melting, 
and binder jetting (BJ), were developed in the 
1990s. The cost of AM machines started to 
decrease in the 2000s, helping make the tech-
nology more accessible and widely adopted. 
Knowledge of AM concepts, technology, and 
software are crucial elements of this para-
digm shift, and efforts are underway to fully 
integrate them into educational platforms.

AM CLASSIFICATION

According to ASTM ISO/ASTM52900 
standards, AM processes are catego-
rized in the following techniques:

a.  Binder jetting (BJ): a liquid bond-
ing agent is selectively depos-
ited to join powder materials.

b.  Directed energy deposition (DED): 
focused thermal energy (e.g., laser, elec-
tron beam, or plasma arc) is used to 
fuse materials by melting while the 
raw materials are being deposited.

c.  Material extrusion: material is selectively 
dispensed through a nozzle or orifice.

d.  Material jetting: droplets of constitutive 
material are selectively deposited. Examples 
of materials include photopolymer and wax.

e.  Powder bed fusion (PBF): thermal energy 
selectively fuses regions of a powder bed.

f.  Sheet lamination: sheets of mate-
rial are bonded to form a part.

g.  Vat photopolymerization: a liquid pho-
topolymer in a vat is selectively cured 
by light-activated polymerization.

The industry has adopted PBF, DED, BJ, 
material extrusion, material jetting, and 
sheet lamination as the main AM tech-
niques for metal manufacturing, where 
the mentioned sequence shows the dom-
ination of each process in the market.

MAIN ADVANTAGES  
AND CHALLENGES OF  
AM PROCESSES

One of the major applications of AM is 
the manufacture of functional prototypes. 
Such prototyping usually costs a  fraction 
of conventional processes and is much 
faster. This accelerates the design cycle 
(design, test, revision, and redesign). Prod-
ucts, such as molds that would require 
more than 4–6 months to be developed, 
can be ready for operation in 2–3 months 
using AM, making AM an on-demand, 
low-cost, and rapid prototyping tool.

Many time-consuming and expensive 
 manufacturing techniques can be superseded 
by fast and efficient metal AM for low- 
volume manufacturing. However, for  
mass production, AM still lags behind conven-
tional techniques, such as casting and  
forging.

One of the most attractive features of AM is 
that it enables the fabrication of complex 
shapes that cannot be produced by any other 
conventional manufacturing methods (Fig-
ure 2). Unlike conventional methods, AM 
offers a platform for “design for use” rather 
than “design for manufacture.” Parts with 
complex or organic geometry optimized for 
performance may cost less. However, atten-
tion must be given to the fact that not all com-
plex parts and geometrical features are manu-
facturable by AM. Process constraints in metal 
AM (e.g., overhanging features) may cause 
issues in terms of residual stresses and defects.

Due to its topology optimization, AM allows 
the design and manufacture of high-strength 
but lightweight structures, where conven-
tional manufacturing processes fail to do so. 
This is a highly desirable characteristic in sev-
eral industries, especially energy and trans-

Figure 2: Complex parts made by AM. The 
spherical nest has three spheres inside.



Page 141 | Part VII advancedopticalmetrology.com

Figure 3: Timeline for 
adopted, emerging, and 
future applications of AM.

portation, because lighter pieces usually 
mean fewer transport and operating costs.

On the other hand, mechanical assemblies are 
common in industrial products. Parts consol-
idation offered by AM provides many advan-
tages due to the reduction of the number 
of individual parts needed to be designed, 
manufactured, and assembled to form the 
final system. AM even removes the need 
for assembly in some cases. Several applica-
tions of AM have obvious benefits for fos-
tering product performance through light-
weight/consolidation without compromising 
high strength, including the optimization of 
heat sinks to dissipate heat flux better, fluid 
flow to minimize drag forces, and energy 
absorption to minimize energy consumption.

The capability to create multiphase materi-
als with gradual variations in composition is 
another important feature of AM. The material 
composition can gradually be altered to obtain 
the desired functionality. AM also enables the 
development of functionally graded struc-
tures with a single-phase material, where the 
density gradually changes through the addi-
tion of cellular/lattice structures, and embed-
ding objects (e.g., sensors) within structures.

Finally, prosthetics and implants custom-
ized and tailored for specific patients are 
already being manufactured using AM. Many 
developments in the fabrication of soft tis-
sues for the fabrication of organs, as well as 
a host of other personalized medical items 
and sensors, are underway. It has been proven 

that the use of precise AM replicas can signifi-
cantly reduce surgery time for many patients.

MARKET SIZE AND FORECAST

The worldwide market for AM hardware, soft-
ware, materials, and services is anticipated 
to exceed US$40 billion by 2027. Moreover, 
metal AM is one of the fastest-growing seg-
ments in the world. The annual growth in 
the revenue of metal AM materials has been 
higher than that of photopolymers, poly-
mer powders, and filaments between 2013 
and 2018.[3] The systems that were domi-
nant in the market of metal AM include PBF 
(mainly with a laser heat source) and pow-
der-fed laser DED as well as new technologies, 
such as BJ and cold spray. Most material sales 
include metal powders and wire feedstock.

In terms of market share, the aerospace indus-
try covers the largest share, followed by 
the medical sector.[4] The aerospace indus-
try profits from turbines, helicopters, and 
jet-engine component fabrication as well 
as new space applications such as rocket 
engines, attracting large venture capital 
worldwide, especially in the United States.

METAL ADDITIVE MANU-
FACTURING APPLICATIONS

AM processes began adapting to dif-
ferent sectors as early as 1990, as 
shown in the timeline in Figure 3.
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Figure 4 schematically shows three classes 
of AM processes (PBF, BJ, and DED) widely 
employed in metal manufacturing. For large-
size components, the powder-fed and wire-
fed DED processes are the most applicable, 
where the printed part may not require high 
resolution with complex features. In contrast, 
PBF and BJ can be used for smaller metal parts 
with higher resolution and complexity. In con-
trast, the density of parts produced by DED is 
almost perfect, but in BJ, the density cannot 
be high. PBF is a middle process that can pro-
duce relatively large parts up to 50 cm with 
high resolution and high complexity using the 
current state of PBF technology since 2020.

The medical industry was one of the early 
adopters of AM for the fabrication of not only 
metal parts, but also ceramics, polymers, and 
functionally graded materials. Metal AM has 
been used to produce medical devices and 
tools, surgery guides and prototypes, implants, 
prosthetics, orthotics, dental implants, crowns, 
and bridges from biocompatible metals, such 
as various titanium, tantalum, and nickel alloys. 
Due to the high precision required to produce 
medical parts, PBF processes are the dom-
inant AM technique in this sector. In addi-
tion, porosity and selective stiffness are of 
major importance to medical devices. Thus, 
BJ is playing an important role as it can pro-
duce implants with controlled porosity.

AM is also particularly attractive in the aero-
space and defense industries because 
the lower material waste, light weight, 
reduced need for assembly through com-
ponent consolidation, and the capabil-

ity to produce highly intricate and complex 
parts contribute to cost savings and lower 
fuel consumption thanks to a lower level of 
certification required for fewer parts.[5]

In space applications, the race is even faster 
paced. In 2015, the first-ever communica-
tions satellite with a design life of 16 years 
and weight of 4.7 metric tons (named Turk-
menAlem52E) with an aluminum 3D printed 
antenna horn mounting strut was launched 
by SpaceX. On the rocket engine appli-
cations, major activities are underway by 
SpaceX, NASA, and Aerojet Rocketdyne to 
adopt AM for rocket engine components 
because the qualification testing and heritage 
could be transferrable in many situations.

DED technology is also used in the aerospace 
and defense industries for repairing and refur-
bishing parts. It is a particularly important 
application given the long life cycle of aviation 
systems and the high cost and long lead-time 
associated with the replacement of the parts.

Additionally, AM processes can enable the 
manufacture of complex-shaped metal and 
plastic antennas from different alloys and 
dielectrics, opening up tremendous oppor-
tunities for the communication industry. 
Advanced AM-made RF antenna structures 
have the potential to revolutionize the design, 
supply, and sustainment of such devices. An 
AM design process can be fully integrated 
into the antenna design platforms to sup-
port not only customization but also antenna 
performance enhancement in the field.

Figure 4: Most important 
metal AM processes versus 
part size, complexity, and 
resolution needed.
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The rapid prototyping feature of AM pro-
vides a key step in the design verification to 
attain innovative solutions in the energy and 
resources industries. AM has also become 
an increasingly mainstream operation to fab-
ricate end-use functional parts at a low-vol-
ume level. When AM-made parts need tool-
ing, it can be used to make lightweight struc-
tures with complex internal features. Thus, the 
next generation of energy, oil, and gas com-
ponents have substantially benefited from AM 
features, especially parts that need to meet 
performance and environmental standards. 
Dense, corrosive-resistant, and high-strength 
components can be developed using DED for 
demands in the energy and resources indus-
tries. One crucial application of AM in these 
industries is the development of spare parts.

The application of metal AM in the auto-
motive industry has been in the creation of 
prototypes, heritage parts for obsolete mod-
els, and spare parts and tools. Even though 
the automotive industry is not yet using AM 
directly for the production of final metal parts 
in serial production vehicles, a new trend for 
reaching that goal has already started. Many 
automotive companies such as Volkswagen, 
BMW Group, Porsche, General Motors (GM), 
and Toyota have entered the AM market either 
through investing in the improvement of their 
in-house AM capabilities or through making 
alliances with machine developers, 3D software 
companies, AM material producers, or research 
centers to expedite the adoption of metal AM.

Finally, one of the obvious applications of metal 
AM is in tooling and mold production for 
other industries, such as medical, aerospace, 
and automotive. In the consumer products sec-
tor, the promise of mass customization drives 
the gradually increasing usage of metal AM 
in various consumer products, such as dec-
orative objects, jewelry, custom sports gear, 
and structures (bicycle frames). The design 
freeform, material graded structures, light 
weight, and fast design-to-market cycle offered 
by AM are predicted to have revolutionary 
effects on industrial and personal products.

 ECONOMIC AND ENVIRON-
MENTAL BENEFITS AND 
 SOCIETAL IMPACT

AM technologies are usually greener than 
conventional methods because there is less 
material wasted, and there may be up to 
50% energy savings during part production.[6] 

Moreover, metal-based AM technologies vir-
tually eliminate machining and the subse-
quent need for toxic cutting fluids as well as 
costly pollutants that are challenging to dis-
pose of and have a negative environmental 
impact.[7] In addition, AM parts can reduce 
weight in the range of 50–100 kg per aircraft, 
significantly reducing fuel costs; every kilo-
gram removed from a fleet of 400 commer-
cial jet-liners leads to an annual fuel consump-
tion reduction of 60,000 L (15,850 gallons).

When machining a block of material for sim-
ple geometries would be preferable, AM will 
be much more appealing for making parts 
with hollow shells, lattices, features with com-
plex curvatures, and internal conformal chan-
nels. Thus, AM’s sustainability is correlat-
ing with geometic complexity. It is important 
to do a thorough analysis of the sustainabil-
ity of metal AM upfront to understand the 
benefit of the process for a specific geom-
etry. In addition, life cycle assessment stud-
ies are needed to quantify the environmen-
tal impact of AM more precisely. The full 
product life cycle from production to over-
haul must be included in the analysis.

AM TRENDS, CHALLENGES,  
AND OPPORTUNITIES

In addition to new business mod-
els being developed by various indus-
tries, there are several challenges that 
the AM community must overcome:

a.  Qualified materials: one of the major 
challenges in the field of metals and metal 
alloys is the number of powders that 
have been qualified for use with metal 
AM systems, including laser, electron 
beam, and binder-based AM processes.

b.  Speed and productivity: further pro-
cess development is needed to enhance 
surface quality during AM processes 
to improve speed and productivity.

c.  Repeatability and quality assurance: AM 
is sensitive to both environmental and pro-
cess disturbances, from fluctuating tem-
perature and humidity levels to non-uniform 
powder sizes. Full control of the process 
and surrounding environment is difficult, so 
there’s a focus on solutions that employ sen-
sors to monitor conditions and quality con-
trol algorithms to automatically adjust pro-
cess parameters—such as laser power and 
process speed—through closed-loop control 
systems to compensate for any disturbances.
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d.  Industry-wide standards: the absence of 
such standards may hinder the continued 
adoption of AM for industrial applications.

e.  End-to-end workflow, integration, and 
automation: many customers are reluc-
tant to accept a new material/process/design 
or technology that does not have history in 
their applications. To minimize industry hes-
itation on AM adoption, an effective end-
to-end workflow must be developed that is 
simple yet integrated and automated. Cur-
rently, the lack of digital infrastructure is a 
major obstacle to creating effective auto-
mated workflows for the AM industry. Auto-
mated AM is part of the factory of tomor-
row, a forefront of the ongoing industrial 
revolution within the industry 4.0 approach.

f.  Software limitations: commercially avail-
able software for designing AM parts, sup-
port structure development, and interfacing 
with AM machines have limitations in assess-
ing the feasibility of prints and identifying 
process constraints. The current software 
and hardware still need more improvements 
to facilitate timely communication in AM.

g.  Initial financial investments: the AM eco-
system covers software, materials, experts, 
post-processing equipment, certifications, as 
well as training for employees. This invest-
ment can be large, hindering companies 
from embracing this technology effectively.

h.  Security: AM has promoted globally distrib-
uted manufacturing, and the existence of 
hackers is a reality. They can tweak the AM 
designs to create intentional defects that are 
not detectable but may have catastrophic 
consequences when used in actual systems.

i.  Skillsets gap: there is a limited workforce 
of qualified personnel that can develop an 
entry strategy for companies that want to 
embrace AM. Overall, learning about the 
capabilities and limitations of metal AM will 
aid companies in developing meaningful 
and successful applications for the technol-
ogy. Promoting AM consultancies is another 
way to foster knowledge transfer. In addi-
tion, AM conferences and webinars are play-
ing critical roles to fill the skillsets gap.

As these challenges are overcome, AM will 
transform the entire manufacturing sector over 
the next 10 to 15 years. With AM, design-
ers do not design for manufacturing any-
more—they design for end-users. This is a 
paradigm shift. Finally, it is reported that AM 
would be able to reduce the capital required 
to reach a minimum manufacturing volume.[8]
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Microstructural Porosity  
in Metal Parts Fabricated by 
Powder Bed Fusion
A. Sola, A. Nouri

ABSTRACT   
Metal additive manufacturing (AM) is a manufacturing tech-
nique that can build complex metal parts layer by layer. Pow-
der bed fusion (PBF) is one of the most common AM tech-
niques. However, PBF induces microstructural defects that can 
adversely affect the performance of the manufactured com-
ponents. The present article provides an overview of the for-
mation mechanisms of pores in AM metals and some emerg-
ing techniques for the detection and quantification of pores.

INTRODUCTION

Additive manufacturing (AM) is the most 
appropriate definition that reflects the use of 
the layer-by-layer addition of material to build 
up 3D objects. The AM fabrication process 
includes two basic steps: coating and consol-

idating. The coating step requires applying a 
new layer of material to the existing working 
surface. While the consolidating step implies 
printing the newly applied layer to the under-
lying layer using sintering, melting, polymeriz-
ing, or other processes. The consolidating step 
is carried out by an energy source, which can 
be a light beam or an electron beam. The two 
steps, coating and consolidating, are repeated 
layer by layer until the full part is produced.[1]

AM offers unmatched flexibility with respect 
to the part geometry;[1–5] however, sur-
face roughness and waviness of AM parts 
are one of the main disadvantages of these 
methods that must be mitigated through 
surface finishing technology in order to 
enhance component performance.

Powder bed fusion (PBF) is one of the 
most commonly used AM techniques. 
PBF requires powdered feedstock that 
is sequentially processed in thin lay-
ers and solidified either by a laser beam 
(L-PBF) or by an electron beam (EBM).[6]

A schematic illustration of an L-PBF instru-
ment setup is shown in Figure 1. Upon mov-
ing down the build platform, a new layer 
of powder is deposited on top of the pre-

01

Figure 1: Schematic representation of laser-based powder bed fusion process and 
equipment.
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vious layer, and the procedure is repeated 
until the complete object is produced. The 
energy conveyed by the laser beam is high 
enough to also reach the previously consol-
idated layers that are partially re-melted or 
re-sintered together with the new powder. In 
this way, interlayer bonding is obtained.[7]

With respect to other AM methods, L-PBF 
takes advantage of processing a wide variety 
of powder materials.[7, 8] Powders that are not 
likely to melt or sinter can also be processed 
via L-PBF by adding a sacrificial binder mate-
rial, typically a polymer binder. The binder is 
removed afterward using thermal treatment 
(debinding); however, a further post-pro-
cessing step is required to reduce the resid-
ual porosity, which can be as high as 60%. 
Thus, almost fully dense parts can be obtained 
by either post-processing via furnace sinter-
ing, hot isostatic pressing (HIP), infiltration 
with a polymer, or with a low-melting-point 
metal[7]. On the other hand, EBM is only appli-
cable to conductive materials (i.e., metals) and 
is used preferentially for titanium alloys[9].

Regarding the disadvantages, pores and voids 
are reported to be the most frequently occur-
ring defects in selective laser sintering (SLS).
[10] In addition, a variety of microstructural 
inhomogeneities may also be present in PBF 
parts, including impurities (inclusions, con-
taminations, and metal oxides), not melted 
or partially melted particles, and anomalous 
grain growth and crystallographic textures.

In this article, the term “pore” is used to refer 
to microstructural pores, defined as residual 
voids and defects in the microstructure of the 
built part.[46] They are formed unintention-
ally and must be avoided or minimized to limit 
their adverse effect on mechanical properties 
and to ensure the consistency of AM parts.

FORMATION MECHANISMS OF 
PORES IN DIFFERENT METAL 
PARTS

Steel and other ferrous alloys
Khairallah et al.[11,12] proposed a model to sim-
ulate the melt-flow mechanisms and their 
impact on the microstructure of 316L stain-
less steel processed by L-PBF. According to 
the model, as the laser scans over the pow-
der bed, an indentation is created and sub-
sequently collapsed due to an abrupt rever-
sal of the melt-flow velocity-vector field. This 
sudden breakdown of the depression favors 

the entrapment of gas bubbles at the bottom 
of the track. The abrupt change in the veloci-
ty-vector field also results in the formation of 
a vortex that further promotes the develop-
ment of bubbles and the eventual coalescence 
of such bubbles into a larger pore. In L-PBF, if 
the balance of the laser power, scan speed, and 
beam size exceeds a threshold value, the melt-
ing mode is controlled by evaporation (key-
hole mode). The resulting melt pool is no lon-
ger semicircular, and the laser beam can affect 
the metal down to a deeper depth than in the 
more-common conduction mode. Due to the 
repeated formation and collapse of vapor cav-
ities, a sequence of voids is created along the 
laser beam path.[13,14] This model is able to 
explain the formation of additional pores other 
than keyholes. In the transition zone of the 
melt track, occasionally, the quick movement 
of the laser beam does not allow for the com-
plete melting of the particles at the rim of the 
track. Particles that are not properly melted 
cannot be incorporated into the melt pool and 
the voids between them cannot be filled.

Choo et al.[15] fabricated 316L stainless steel 
parts by L-PBF under decreasing power lev-
els. As a consequence of decreasing laser 
power, porosity was initially increased due to 
an increase in the number of pores, whereas 
the average pore volume remained unchanged. 
With a further decrease in laser power, poros-
ity continued to increase due to the increase 
of the average pore size, whereas the num-
ber of pores slightly decreased. In fact, when 
the energy input became insufficient to enable 
complete melting of the feedstock or to induce 
an effective overlap between adjacent scan 
tracks, the frequency of pores and the lack of 
fusion defects progressively increased. In the 
end, pores and defects could link and coalesce, 
resulting in a reduced number of large and flat 
pores that were preferentially perpendicular to 
the growth direction. Moreover, independently 
of the laser power, large spherical pores with 
keyhole geometry were preferentially distrib-
uted at the edge of the samples, where the 
scan tracks came to an end or changed direc-
tion due to the scanning strategy as previ-
ously observed also by Khairallah et al.[11,12]

Åsberg et al.[16] processed a tool made with 
steel H13 using L-PBF and investigated the 
effect of different thermal treatments on 
residual porosity. The level of porosity was 
higher near the edges than in the core of 
the cross-section. Such subsurface poros-
ity could be associated with the change 
from core scanning strategy to contour scan-



Page 147 | Part VII advancedopticalmetrology.com

ning strategy, where the speed and direc-
tion of the laser beam are changed.[11,12,15] 
Stress relieving heat treatment alone or com-
bined with standard hardening and temper-
ing treatment did not cause any change in 
porosity, whereas HIP induced sensible densi-
fication by closing the lack of fusion defects 
and reducing the size of gas pores.[16]

Morrow et al.[17] investigated 304L and 316L 
stainless steel gas atomized powders and 
underlined the importance of the chemical 
composition and morphological aspects of 
feedstock powders. Furthermore, the pres-
ence of nanoscale particles that cause submi-
cron precipitates in the finished parts and gas 
entrapment is likely to outlive L-PBF processing.

Titanium and its alloys
Gu et al.[18] analyzed the effect of different 
scanning speeds on the microstructure and 
related mechanical properties of commer-
cially pure titanium (cp-Ti) parts produced by 
SLM. Considering the mechanical behavior, 
the SLM parts processed at low scan speed 
exhibited relatively low values of hardness 
and wear resistance. The limited performance 
of these samples was related to the pres-
ence of thermal cracks, and also to the devel-
opment of coarsened grains. For a very high 
scan speed, the formation of a refined mar-
tensitic phase was favored, but the mechani-
cal properties were equally diminished due to 
the presence of balling-induced large defects.

Cunningham et al.[19] applied advanced syn-
chrotron-based X-ray microtomography to ana-
lyze the presence of pores in EBM Ti-6Al-4V 
parts both in the as-built and post-processed 
HIP state. As-built parts were affected by 
spherical and irregular pores. The presence of 
pores in the feedstock powder was shown to 
correspond to the presence of spherical pores 
in the as-built components. Alternatively, irreg-
ular pores were mainly formed due to a lack of 
fusion. After the HIP treatment, they observed 
that only the irregular pores caused by lack 
of fusion were eliminated, while the spherical 
pores that were initially formed by gas entrap-
ment in the feedstock powder survived.

Thijs et al.[4] performed a systematic analy-
sis of the effect of processing parameters and 
scanning strategy on the microstructure of 
Ti-6Al-4V parts processed by SLM. When the 
laser scanning velocity deviated from its opti-
mal value, the part density suddenly dropped 
due to the formation of large, elongated 
pores alongside the scanning direction.[4]

Qiu et al.[20] reported that when the layer thick-
ness was kept constant with a relatively low 
value (= 20 µm in their study), the porosity 
of Ti-6Al-4V parts processed by SLM became 
lower with increasing laser power and scan 
speed. However, if the scan speed is excessively 
increased and the laser power is not adjusted 
accordingly, the pores are expected to develop 
due to the low energy density and the resulting 
lack of fusion. The observed porosity could be 
closed almost completely by the HIP. However, 
the complete elimination of porosity after HIP 
was not the only reason for the improvement in 
ductility and loss in strength since the marten-
sitic phase originally present in the as-built part 
was also transformed into α and βphases.[20]

Aluminum alloys
Processing Al alloys pose additional prob-
lems with respect to steel and Ti alloys, due 
to the strong reflectivity of Al-based powder, 
its high thermal conductivity that quickly dis-
perses heat from the melt pool to the pre-
viously consolidated layers, and the possi-
ble formation of oxides on top of the melt 
pool[21]. As a result, even if almost fully dense 
Al-based parts can be produced by SLM, vari-
ous mechanisms can induce the formation of 
voids[2,3,5,21]. Some of these mechanisms are 
related to the feedstock powder and some 
are related to the processing conditions.

Weingarten et al.[5] found that any attempt 
to increase the build-up rate by increasing the 
laser beam diameter or the powder layer thick-
ness can cause a density loss as high as 10%. 
This is mainly a consequence of the gas poros-
ity that remains entrapped in the metal due to 
the fast processing condition and rapid cooling.

The importance of surface moisture was 
also emphasized in A357 parts processed by 
SLM.[22,23] The existence of very small spher-
ical pores with a diameter smaller than 5 
µm was equally attributed to the presence 
of moisture on the surface of feedstock par-
ticles and the reactions with Al. Despite 
the initial small size of the hydrogen-rich 
pores, they were sensibly enlarged during 
high-temperature solution heat treatment.

According to Tang and Pistorius,[24] the fatigue 
life of AlSi10Mg parts produced by SLM is 
drastically reduced by pores associated with 
small oxide fragments that form from the Al 
oxide film on the feedstock powder. Unlike 
the Al alloy, the Al oxide film does not melt 
during SLM processing. Since the wettability 
of melted Al-Si alloys toward Al oxide is very 
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low,[25] the melted metal inside the particle sep-
arates from the native oxide film on the sur-
face. The oxide film is very thin and brittle and 
is likely to break and generate submicron frag-
ments.[24] Tang and Pistorius[24] also observed 
a correlation between large pores and coarse 
oxide particles and fragments. Since the melted 
Al-Si alloy is not able to wet oxides, the pres-
ence of large oxide particles adversely affects 
the consolidation mechanisms. Such large 
defects were concentrated on the upper part 
of the constructs, suggesting that oxide par-
ticles are preferentially developed close to the 
top surface or are moved up there through 
vaporization and spatter mechanisms.[24]

Similar to other metal AM parts, in Al alloy 
components the presence of not melted parti-
cles and oxides is also expected to cause poros-
ity with a random geometry.[21] Thijs et al.[21] 
observed large and elongated keyhole pores 
that were preferentially located near the edge 
of parts (i.e., at the start/end points of the scan 
tracks) where heat is likely to accumulate.

Coherent results were presented by Romano 
et al.,[26] who underlined the combined effect 
of size and location of pores. As a rule, a sur-
face defect is more detrimental to fatigue 
life than an embedded pore with the same 
size and shape. In fact, a surface defect was 
proven to cause a 30% larger stress inten-
sity factor than an embedded defect.

Nickel-chromium (Ni-Cr) superalloys
Sheridan et al.[27] analyzed the effect of scan 
strategy (movement pattern of the laser 
beam) and processing parameters on the for-
mation of porosity in Inconel 718 parts pro-
cessed by SLM. The continuous scan strategy 
(a continuous meandering movement of the 
laser beam) resulted in a lower average den-
sity of pores and a lower size distribution of 
pore population with respect to the striped 
and island-based scan strategies. An appro-
priate setting of the processing parameters, 
including laser power, scan speed, hatch spac-
ing, and layer thickness allowed to reach fully 
dense parts. Notably, the potential effect of 
pores on fatigue life depends on their rela-
tive distance from each other, their distance 
to the surface, and their location with respect 
to crystallographic features, such as grain 
boundaries and triple or quadruple joints.[28]

 POROSITY DETECTION AND 
MEASUREMENT

Two different approaches to porosity analysis 
are proposed in the literature. The first one is a 
post-processing strategy (detecting, measuring, 
and possibly analyzing the existing pores in the 
finished part). Alternatively, the development of 
pores can be evaluated in situ, directly during 
manufacturing; in this way, if problems arise 
during manufacturing, the printing parame-
ters can be corrected at an early stage, typi-
cally through closed-loop repairing tactics.[29]

Post-processing detection of porosity
Porosity, P, has often been estimated from the 
measurement of density, through the equation:

P=(1- ρ_measured

ρ_theoretical
 )100  (1)

Where ρmeasured is the measured density of the 
part and ρtheoretical is the theoretical density of 
the fully dense material. This technique is not 
able to account for those cavities that are filled 
with not melted particles. In addition, if Archi-
medes' principle is used, the density measure-
ment is significantly affected by the surface 
roughness.[6, 30] Moreover, unlike conventional 
wrought materials, ρtheoretical is not certain for 
powders and parts in AM, since their exact 
chemical composition can be altered by feed-
stock recycling and possible preferential evap-
oration of elements during alloying process-
ing.[31] This method may be used to quantify 
the volume fraction of pores (within the limits 
previously discussed), but it is not able to pro-
vide any information about the size, morphol-
ogy, and distribution of pores within the part.

Cut and polished cross-sections can be used 
for direct observation under optical and elec-
tron microscopes. However, the metallo-
graphic preparation is likely to introduce arti-
facts and significant morphological changes. 
Moreover, the result may be biased by several 
parameters that are arbitrarily chosen. Auto-
matic image analysis strategies are nowadays 
the focus of research in order to overcome the 
arbitrariness associated with human error.[31]

Micro-computed tomography (micro-CT) is a 
nondestructive technique that preserves the 
integrity of tested samples and enables the 
repeated execution of the test on the same 
part at different stages of its processing his-
tory, for example, before and after HIP.[15, 32, 33] 
The main advantage of micro-CT is the possi-
bility of examining the shape of pores and their 
spatial distribution in three dimensions. How-
ever, high-quality images can only be obtained 
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if two conditions are satisfied. First, the X-ray 
absorption of the constituent phases in the 
sample must be different. Next, the transmit-
ted X-rays must preserve at least 10% of their 
original intensity. To this aim, if necessary, 
smaller samples are to be cut from the origi-
nally built part. In this case, micro-CT can no 
longer be considered a non-destructive tech-
nique.[15,34] Furthermore, the accuracy of pore 
detection is affected by the resolution limit of 
the tomography equipment, which depends 
on the voxel size[31] and on the threshold-
ing strategy applied to separate noise and the 
objects that should be identified as pores.[33]

In situ monitoring of pore  
formation
Process signatures (critical quantities that 
are measured in situ) are dynamic quanti-
ties that relate to the powder during heat-
ing, melting/sintering, and solidification. 
They can be grouped into either observ-
able signatures or derived signatures.[12]

Most of the available in situ monitoring sys-
tems are based on contactless temperature 
measurement, imaging in the visible range, 
and low-coherence interferometric imag-
ing. Sensors can be aligned along the opti-
cal path of the laser beam (i.e., coaxial con-
figurations); otherwise, they work at a given 
angle of view outside the optical path (i.e., 

off-axial configurations). Coaxial configura-
tions are only compatible with L-PBF because 
the electron magnetic coils that are neces-
sary to direct the electron beam in EBM do 
not permit the presence of coaxial sensors.[29]

The progress in sensing equipment must be 
supported by adequate computational means 
to store and manage the huge amount of 
data acquired in situ.[29] Effective feedback 
and reactive or corrective systems are still 
the subjects of much scientific research.[29]

DISCUSSION

Recently, Zhang et al.[35] reviewed pores and 
other defects in SLM and classified them into 
three groups: (a) porosities, which are mainly 
spherical and less than 100 µm; (b) melting-re-
lated defects, which are characterized by 
irregular shape, and (c) cracks, which are the 
result of quick cooling, sharp thermal gradi-
ents and thermal stresses.[35] A schematic rep-
resentation of these pores is seen in Figure 2.

Defect formation mechanisms can be 
broadly categorized into equipment-re-
lated, powder-related, and process-
ing-related defect formations:

a. Equipment-related defect formation: 
it is evident that the high scanner deflection 
angles at the edges of the baseplate induce 
an elliptical distortion of the laser spot, which 
may cause porosity and lack of fusion in L-PBF.
[29] Ferrar et al.[36] also reported on the possi-
ble formation of pores associated with the inef-
ficient flow of the inert gas through the build 
chamber. For example, the equilibrium partial 
pressure of oxygen at the melting point of Ti 
should be less than 10–16 atm to prevent oxida-
tion, which is infeasible from a practical point 
of view. As a consequence, a certain degree 
of defectiveness, which includes balling and 
lack of interlayer bonding, is inevitable.[25]

b. Powder-related defect formation: the 
powder flowability affects the feeding effi-
ciency, whereas its compressibility deter-
mines the particle density within each newly 
applied powder layer.[37] Absorbed soluble 
gasses (especially, hydrogen) are also poten-
tially harmful because they can be released 
during AM processing. Surface-absorbed mois-
ture is believed to be a potential source for 
hydrogen-related defects in Al alloy parts. 
Pores and spatter formation are also facili-
tated by feedstock powder oxidation because 

Figure 2: Characteristic pores in laser-based powder bed fusion 
parts: (A) entrapped gas porosity; (B) incomplete melting-induced 
porosity; (C) lack of fusion with not melted particles inside large 
irregular pores and (D) cracks.
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of powder handling, reuse, or prolonged 
storage in an unsuitable environment.[38]

c. Process-related defect formation: if the 
laser power is too low or if the scan speed is 
too high, lack of fusion results in not melted 
particles, and hence the newly added pow-
der layers become increasingly uneven with 
irregular cavities filled with loose or inade-
quately fused particles.[9, 39, 40] If the laser power 
is too high or the scan speed is too low, con-
versely, keyholing is highly probable.[11, 12] The 
powder layer thickness is also a key parame-
ter: if the layers are too thin, overheating may 
occur; on the other hand, if the layers are too 
thick, interlayer bonding is not effective.[9, 40] 
Thermal residual stresses are another source 
of microstructural defects. The thermal mis-
match generates residual stresses that cause 
cracking.[41] Although the appropriate selec-
tion of the processing parameters results in 
almost fully dense parts (with densities exceed-
ing 99.5%), the surviving pores unavoidably 
impair the mechanical properties of AM parts, 
especially under tensile and fatigue loading.[41]

Some post-processing treatments have been 
proposed to reduce the residual porosity in AM 
parts. While HIP appears to be the most effec-
tive treatment, it fails to eliminate trapped gas 
bubbles.[19] Additionally, the high tempera-
tures reached during HIP may result in some 
adverse effects, such as grain coarsening or 
phase transformation.[42, 43] Surface finishing 
is often applied to reduce surface roughness 
and possibly to reduce superficial defects that 
are likely to diminish fatigue resistance. How-
ever, in the case of subsurface porosities, sur-
face finishing brings such defects to the sur-
face and these emerged pores become poten-
tial crack initiation sites for fatigue failure.[44]

According to the available literature, three main 
hurdles are yet to be overcome to control and 
minimize the formation of pores in PBF parts:

1.  First, the determination of the pore vol-
ume fraction is the minimum require-
ment. However, the morphology, size, and 
distribution of pores are also playing an 
important role in several applications.

2.  After identifying the most appropriate 
characterization technique, the sensitiv-

ity of the available instrumentation should 
be considered with respect to the critical 
size of the defect for a given application.

3.  Additionally, since the unexpected appear-
ance of pores may be a sign of produc-
tion anomalies, particular attention should 
be paid to in situ detection systems. The 
detection of potential anomalies is partic-
ularly challenging since AM methods inev-
itably imply stochastic fluctuations and are 
often applied to the production of one-
of-a-kind parts, which do not have stan-
dards for comparison purposes.[6,45]

CONCLUSIONS

Despite the stochastic nature of PBF tech-
niques, a survey of the available literature 
reveals that some recurrent mechanisms cause 
the development of microstructural pores. 
Basically, pores can outlive into the finished 
parts from the feedstock powder through 
the gas entrapment during the gas atomiza-
tion process. Pores may also have originated 
from the presence of moisture on the sur-
face of the feedstock particles. Alternatively, 
pores can be originated from an improper 
setting of the processing parameters.

Moreover, additional process conditions such 
as the scan strategy may affect the poros-
ity of the finished part. The pre-treatment of 
the feedstock to remove the surface mois-
ture, as well as the optimization of the pro-
cess parameters, can be applied to reach den-
sity values higher than 99.5%. The resid-
ual presence of pores significantly affects the 
mechanical behavior, especially fatigue life, 
of the finished parts. As a consequence, the 
debate is now open in the literature on two 
basic requirements, namely a further reduc-
tion of the residual porosity and the develop-
ment of appropriate means to detect the for-
mation of pores and microstructural defects in 
situ. The achievement of these two goals can 
significantly contribute to the future indus-
trial development and advancement of PBF.
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Metal Additive Manufacturing: 
Design Keys
E. Toyserkani, D. Sarker, O.O. Ibhadode, et al.

MATERIALS: STRUCTURE- 
PROPERTY RELATIONSHIP

In materials science, besides the struc-
ture and property of materials, two other 
major components are processing and per-
formance since the processing route will 
determine the final material structure.

Material properties are correlated with the 
microstructure, which can be modified by 
changing the micro constituents’ relative 
magnitude, known as phases. In the micro-
structure, phases are categorized according 
to their distinctive crystal structures, elemen-
tal composition, and properties. These prop-
erties affect the performance of materials 
in applications and alter their performance. 
The modification of microstructure can be 
done by adding new elements or processing 
through mechanical and thermal treatments.

Thermomechanical treatments (a combina-
tion of mechanical and thermal treatments) 
are used to yield properties that cannot be 
achieved using other techniques. Hot isostatic 
pressing (HIP), which exposes manufactured 
parts to simultaneously elevated temperature 
and isostatic gas pressure in a high-pressure 
containment vessel, may also be used to min-
imize porosity while changing the phases.

 MANUFACTURING OF  
METALLIC MATERIALS

Distinct from traditional fabrication methods, 
additive manufacturing (AM) is a technique 
of producing three-dimensional solid prod-
ucts of any geometry using a digital model. 
It follows an additive method, where mate-
rials are added in consecutive layers and are 
differentiated from conventional subtractive 
machining techniques based on the subtrac-
tion of materials through cutting or milling.

The manufacture of AM metal powder com-
prises three stages:[1]

i.  Mining and extracting ore to fabri-
cate pure metal or alloy products

ii. Powder production
iii. Powder sorting, classification, and validation

The powder morphology has a substan-
tial effect on bulk packing and flow behav-
iors. Spherical, regular, and equiaxed pow-
ders can organize and pack more competently 
than irregular powders. However, reports are 
claiming that irregular powders behave well 
in terms of flowability in the AM powder bed 
and powder-fed processes for many applica-
tions. The powder morphology can signifi-
cantly influence the density of final AM com-
ponents. Very spherical powders are more 
advantageous to AM processes. On the other 
hand, this, in fact, reduces the use of pos-
sibly cheaper powder manufacturing meth-
ods. Recent research outcomes demonstrate 
that the more irregular the powder shape, 
the inferior the product density.[2] Powder 
size distribution is another vital parameter, 
and it can impact the size of layer thickness 
and the finest aspect of the AM products.

SOLIDIFICATION IN ADDITIVE 
MANUFACTURING:  
NON-EQUILIBRIUM

The laser- or electron-beam (EB)-based AM 
methods entail a localized moving heat source 
with a very short interaction time. As the point 
heat source delivers extremely focused energy, 
it causes vastly localized heat flux in the melt 
pool zone, together with a massive tempera-
ture gradient in the deposited layers. The tem-
perature gradient at the bottom of the sub-
strate surface is higher compared to the top 
of the deposited surface. During the solidifi-
cation process, the alloy partition coefficient 
drops, which results in the rejection of solute 
atoms at the solid-liquid boundary. The con-
centration of solute atoms rises until the solu-
tion reaches a steady condition. The solidifica-
tion temperature at the solid-liquid boundary is 
influenced by the liquid composition, as well as 
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the processing speed and angle of this bound-
ary with respect to the heat source centerline.

AM is comparatively a rapid solidification pro-
cess.[3] There are two main reasons for rapid 
solidification: (i) enormous undercooling of the 
melt and (ii) fast-moving temperature fluxes.
[4] A common feature of rapid solidification 
is accompanied by robust liquid flow, such 
as Marangoni convection, where flow veloc-
ities can be as high as 1–4 m/s. In the rapid 
solidification mode, elemental partitioning 
is reduced, which extends the solid solubil-
ity that may cause the formation of metasta-
ble phases. In addition, because of the direc-
tional heat conduction, a preferred direction-
ality in grain growth may occur. The combined 
influence of rapid and directional solidification 
and phase transformation persuaded by con-
tinual thermal cycles has a substantial influ-
ence on the deposited parts’ microstructure.

Rapid solidification characteristics can be sum-
marized as the refinement of microstructure, 
an increase of solubility limits, lessening of 
micro segregation, and non-equilibrium of 
metastable phase formation.[10] The forma-
tion of distinctive microstructural features such 
as grains, lamellae, and second-phase parti-
cles is generally reduced in the fast cooling 
compared to the standard casting methods.
[5] Another possible outcome is the mitigation 
of dendritic segregation at a point where com-
positional homogeneity can be attained.[5]

EQUILIBRIUM SOLIDIFICATION

The structure of a material, which is a func-
tion of composition and temperature, can 
be identified from an equilibrium phase dia-
gram using the assumption of a relatively slow 
transformation rate or a faster diffusion rate.

Cooling Curve and Phase Diagram
A cooling curve is a graphical presentation of 
the phase transition temperature with time 
for pure metals or alloys over a complete tem-
perature range. On the other hand, a phase 
diagram is a useful tool to understand the for-
mation of phases and their transformation 
throughout the heating and cooling practice 
with different alloy compositions. For exam-
ple, during the manufacturing of stainless steel 
using laser-based AM technology, it is crucial 
to optimize the laser input temperature to con-
trol the austenite and ferrite phase formation.

Another important tool is the continuous cool-
ing transformation (CCT) diagram, which pres-
ents the knowledge of the type of phases that 
will form in alloys at different cooling rates. It 
is vital in AM techniques since each deposited 
layer goes through repeated thermal cycles and 
eventually has different cooling rates. A CCT 
diagram for steel is shown in Figure 1, where 
it is evident that a complete martensitic struc-
ture forms at fast cooling conditions, whereas 
bainite, ferrite, and pearlite can occur at rel-
atively slower cooling rates. In the AM pro-
cess, when the thermal profile of each depos-
ited layer is known, the CCT diagram can be 
used to estimate the formation of phase types.

NON-EQUILIBRIUM SOLIDI-
FICATION

The most significant part of the solidification 
of AM is the heating and cooling cycle, which 
may cause suppressed phase changes or super-
saturated phases. In AM, when every layer 
passes through a repeated heating and cool-
ing cycle, the temperature in the layer may 
reach above the phase transformation tem-
perature. This will result in the multiple phase 
transformation or intricate microstructure, 
in addition to a residual stress formation.

For better control of microstructure in AM 
parts, knowledge of the phase transforma-
tion during the fast solidification and repeated 
thermal cycle behaviors is essential. During 
the rapid cooling, some phases that gener-
ally form under equilibrium conditions may not 

Figure 1: Continuous cooling transformation diagram for steel. 
 [Source: Openly accessible through creative commons license.]
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arise; hence, there would be a chance for the 
occurrence of metastable phases. The char-
acteristics of the metastable phases are based 
on the alloy chemical structure and thermal 
behavior of the cooling method. This aspect 
is graphically emphasized in Figure 2. From 
the time-temperature diagram, at cooling rate 
T1, the primary phase is nucleated as phase I, 
whenever at a faster cooling rate T2, (T2 >> T1); 
another phase, phase II is nucleated by detour-
ing phase I. To clarify the phase formation, a 
phase diagram is shown in Figure 3, where 
phase δ is evident at equilibrium conditions. 
Due to the rapid cooling process, a metasta-
ble phase diagram may be created, which is 
highlighted by the dashed lines. In this cooling 
condition, if the delta phase cannot generate, 
a eutectic system may appear at a lower tem-
perature with different chemical compositions 
compared to the equilibrium phase diagram.

SOLUTE REDISTRIBUTION AND 
MICRO SEGREGATION

Micro segregation is defined as the ejection 
of solute from the freezing material, which 
afterward distributes heterogeneously and 
eventually affects the solidification mode. 
The alloy in liquid form contains a higher 
solute compared to the solidified condi-

tion. Therefore, during the solidification pro-
cess, there is a chance of the high solute liq-
uid being trapped within the solidified struc-
tures. This causes micro segregation or banding 
of high and low solute alloys and substan-
tial incoherence in material properties.[10]

The theory and mechanism of solute redis-
tribution can be expressed using equilibrium 
and non-equilibrium models, considered in 
the vigorous conditions of solute redistribu-
tion. The factors that are assumed in equilib-
rium lever laws are (i) complete diffusion in 
both liquid and solid-state (ii) equilibrium at 
solid/liquid boundary, and (iii) no undercool-
ing through the growth. Additionally, in the 
non-equilibrium lever law (Scheil equation), 
similar assumptions are considered, apart from 
considering negligible diffusion in the solid. 
In solidification, these three factors signify 
the extreme situations of residual micro seg-
regation. According to the equilibrium lever 
law, there are no concentration gradients in 
the liquid and solid during solidification and 
eventually no residual micro segregation in 
the solidified structure. On the other hand, 
the non-equilibrium situation possesses resid-
ual micro segregation in the solidified struc-
ture because of very minor solid diffusivity.

Generally, the solute diffusion coefficient of a 
solid phase is about four times lower than a liq-
uid phase; therefore, a precise image of plane 
front solidification is expressed by a hypoth-
esis that no diffusion happens in the solid 
phase and complete mixing of liquid occurs. 
However, as the solute is not endorsed to mix 
in the solid phase, an uneven concentration 
profile grows behind the progressing inter-
face. The liquid concentration remains con-
sistent with the hypothesis of thorough mix-
ing. An equilibrium solute concentration at 
the developing solid-liquid interface may be 
of interest to develop an expression for the 
shape of the solute concentration in a solid.

Three different categories of solute redistribu-
tion are presented in Figure 4, which can form 
with insignificant diffusion in the solid. For type 
1, the liquid diffusion or convection-controlled 
mixing in the liquid is finished or the subse-
quent solute segregation is vigorous. In con-
trast, for type 3, liquid diffusion is incomplete 
without convection-controlled mixing in the 
liquid and, eventually, the solute segregation is 
less vigorous. However, type 2 shows interme-
diate behavior to types 1 and 3, which ensure 
solute segregation[10]. Therefore, based on the 
relations between the alloying elements, there 

Figure 3: A comparative pre-
sentation of the theoretical 
equilibrium (solid lines) and 
metastable non-equilibrium 
phase diagram (dotted lines).

Figure 2: Time-temperature 
diagram presenting the nucle-
ation onset of two dissimilar 
theoretical phases with differ-
ent cooling behaviors.
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will be remarkable importance on the diffusion 
rates, temperature, and various concentration 
profiles at the boundary during solidification.

 CONSTITUTIONAL SUPER-
COOLING

Usually, in the solidification process, the mate-
rial in the liquid form first cools at the phase 
transformation temperature and then starts 
to solidify with the release of its latent heat.
[7] As the cooling progresses, the temperature 
of the liquid continues to drop. However, the 
system becomes thermodynamically unstable. 
Therefore, solidification can be commenced 
with a small amount of energy accomplished 
with the latent heat release, which eventu-
ally increases the temperature. The real tem-
perature at which the solidification starts is 
termed “the degree of supercooling.” This 
occurs because of the alloying element segre-
gation at the solid-liquid boundary.[8] The addi-
tional concentration of the elements lowers 
the melting temperature of the liquid. When 
this reduction is adequate to drop the melt-
ing temperature far below the actual tempera-
ture, then the liquid will be locally supercooled.

Constitutional supercooling considers the 
interactions between the temperature gra-
dient, interface speed, and the alloying ele-
ment to develop a simple criterion to forecast 
the position of the melt, whether it is above 
or below the liquid. In the former position, the 
melt remains steady to a lump on the inter-
face that advances shortly into the melt. In 
the latter position, the melt is supercooled to 
solidify naturally on any interface lump.[9]

NUCLEATION AND GROWTH 
 KINETICS

In the rapid solidification of a supercooled 
alloy, the nucleation mechanism is far differ-
ent from the conventional one. For the highly 
supercooled pure metals and solid solution 
alloys, a single nucleation event may be ade-
quate to start and complete the solidification 
process having a faster crystal growth rate. 
But the growth of the supercooled material is 
always diffusion-controlled, which inherently 
entails a sluggish growth behavior. Therefore, 
the question is whether a single nucleation 
matter can lead to the solidification system.

Generally, in most AM techniques, the depos-
ited material in every layer has a similar chem-
ical composition unless a powder-fed directed 
energy deposition is utilized, in which the pow-
der stream may change from one composi-
tion to others on demand. In these circum-
stances, due to a similar crystal structure, epi-
taxial growth can eliminate nucleation and let 
the natural growth happen without activa-
tion energy until below the liquidus tempera-
ture. On the other hand, when dissimilar mate-
rials are deposited during the fabrication of 
composites, or surface cladding of AM, then 
the nucleation phenomenon should be con-
sidered. In layer-by-layer AM processes, this 
may also happen when the first layer is depos-
ited on the dissimilar substrate material. When 
nucleation occurs at the solid/liquid boundary, 
the newly formed phase needs to conquer an 
energy obstacle that eventually controls the 
structure and property of the solidified part.

Nucleation
Nucleation is classified into (i) homogeneous 
nucleation and (ii) heterogeneous nucleation. 
Homogeneous nucleation occurs with the for-
mation of uniform nuclei all over the parent 
phase, while in heterogeneous nucleation, 
nuclei may advance from the structural dis-
continuity, such as boundaries of the impuri-
ties, foreign particles, dislocations, and so on.

Figure 4: Solute distribution 
without diffusion in the solid 
and dissimilar diffusion in the 
liquid. (a) Type 1: complete 
liquid diffusion or mixing, (b) 
Type 2: limited liquid diffusion, 
some convection, (c) Type 3: 
limited liquid diffusion, no 
convection, (d) combination 
of Type 1, 2, and 3.[10] 
[Source: Reproduced with permis-
sion from John Wiley & Sons Inc.]
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Considering a relation between the Gibbs 
free energy and the undercooling tempera-
ture shown in Figure 5, when a liquid cools 
far below its melting point (Tm), the Gibbs free 
energy (GS) for the solid becomes lower than 
the liquid (GL). There would be an undercool-
ing temperature ΔT and a driving force ΔG to 
result in an impulsive phase transformation.[12] 
The volume of free energy can be expressed as:

ΔGV = GL −GS  Eq. 1

Briefly, the solidification of pure metal is con-
sidered in Figure 6, where nuclei of a solid 
phase (spherical, with a radius r) are formed 
inside of a liquid-like packing arrangement 
of clustered atoms.[13] In addition, Figure 6b 
presents two energy sources for the total free 

energy evolution that conduct a solidifica-
tion transformation. The first source is the dif-
ference between free energy within the solid 
and liquid, known as the volume free energy, 
ΔGV. It becomes negative when the tempera-
ture drops down the equilibrium, where it 
is quantified by the product of nucleus vol-
ume (i.e., 4πr3⁄3). The second energy source 
comes from the development of a solid/liq-
uid interface through the solidification pro-
cess. This is a surface-free energy γ with a pos-
itive value, which is quantified by the prod-
uct of the nucleus surface area (i.e., 4πr2). 
Therefore, the complete energy change ΔG 
is the addition of those two energy sources,

ΔG = 
4

3
 π r3 ΔGV + 4πr2 γsl  Eq. 2

From a physics point of view, when solid par-
ticles in the liquid cluster together to form 
atoms, their free energy rises. After reaching 
the size of a critical radius r*, the growth of 
the clustered atoms begins with a decline of 
free energy. In contrast, below the critical size, 
the cluster will shrink or dissolve. This critical 
size particle is known as an embryo, whereas 
with greater size, it is called a nucleus. The 
free energy that arises at the critical radius is 
the critical free energy ΔG*, which is the high-
est of the curve in Figure 6b. This is actu-
ally an activation of free energy required 
to form a stable nucleus, or equally as an 
energy barrier in the nucleation process.

The criterion to begin a nucleation process 
can be theoretically derived from the con-
dition d(∆G) ⁄ dr=0, and r*= 2γsl ⁄ ∆GV).

In heterogeneous nucleation or epitaxial 
growth, a nucleus in a liquid is formed in con-
nection with a substrate. Therefore, the interfa-
cial energies between the liquid, nucleus solid, 
and substrate metal control the geometry of 
the nucleus.[14] The total energy can be reduced 
by assuming the nucleus as the geometry of a 
spherical cap, as presented in Figure 7a.  
At equilibrium, the interfacial energy  
is equal to γML = γSM +  γSL cos Ø.where γML  
represents the interfacial energy between the 
substrate and the liquid, γSM is the interfa-
cial energy within the solid nucleus and sub-
strate, and γSL is the interfacial energy between 
the solid nucleus and liquid. In addition, ∅ is 
the contact angle of the nucleus. When the 
chemical composition of the substrate and 
the nucleus are identical, then the interfa-
cial energy between them is negligible. More-
over, the interfacial energies between the sub-
strate and liquid are similar to the interfacial 

Figure 5: Schematic presenta-
tion on the relation between 
the Gibbs free energy and un-
dercooling temperature.

Figure 6: (a) A figure depicting the nucleation of a sphere-shaped particle in a liq-
uid. (b) A plot of free energy against embryo/nucleus radius, where it also present-
ed the critical free energy change (ΔGv) and the critical nucleus radius (r*).[13]

[Source: Reproduced with permission from John Wiley and Sons.]
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energies between the nucleus and liquid. The 
free energy change related to the creation of 
a solid spherical cap of radius r is shown by:

ΔGhet = −VS ΔGv + ASγSL Eq. 3

ΔGhet = S(∅)[– 
4

3
 πr3 ΔGv + 4πr2 γSL ] Eq. 4

where ΔGv is the free energy change per unit 
volume, accompanying the nucleus develop-
ment, VS is the volume of the nucleus, AS 
is the surface area of the interface between 
the nucleus and the liquid, and S(∅) is the 
shape factor, which depends on the con-
tact angle. By adopting differentiation of 
the above equation for r, and consider-
ing the result as zero, the critical radius of 
the heterogeneous nucleation is presented 
as rh*  et = 2γsl ⁄ ∆GV. The energy obstruction 
for the heterogeneous nucleation is then:

∆Ghet =  
16πγSL

3∆GV

3

3  S(∅) Eq. 5

In epitaxial solidification, ∅ is zero and so 
S(∅) approaches zero, which makes ΔGhet 
zero as well. It emphasized that the energy 
barrier for the epitaxial solidification is negli-
gible contrasted to the casting or other pro-
cesses, as shown in Figure 7b. Because of 
this small energy barrier, the initiation of 
nucleation is very fast in epitaxial solidifica-
tion. Usually, in metal AM, the chemical com-
position of the solid and liquid is pretty sim-
ilar, which makes γSL small, as well as the 
critical radius. On the other hand, this type 
of solidification demands incomplete or 
through melt-back of the substrate to expe-
dite grain evolution from the existing ones. 
The melt-back of the earlier solidified layer 
is critical in the context of the continuity 
of the microstructure through the succes-
sively melted and solidified multiple layers.

Growth Behavior
After the initiation of the nucleation, the solid/
liquid interface deeds as a growth front. The 
growth kinetics is dominated by the roughness 
of the solid/liquid interface on the atomic scale, 
which may be atomically rough (in metals) or 
atomically flat (in non-metals). The first one 
progresses with continuous growth, whereas 
the second one follows lateral growth, includ-
ing nucleation and dispersion of ledges.[15]

Growth starts from the previously depos-
ited layers through partial or complete melt-
ing, which eventually governs the crystal-
lographic pattern.[11,16] The intensified heat 
may penetrate further below the depos-
ited layers, enabling the remelting process 
required to eliminate surface contaminants 
and the breakdown of oxides, thus offer-
ing a clean solid/liquid interface. The micro-
structure developed close to the melt bound-
ary is controlled by the substrate material, 
whereas far away from the boundary, it is 
advanced through competitive growth.[17]

Usually, competitive growth takes place 
between dendrites with numerous crystallo-
graphic orientations and is commonly found 
in alloys of iron,[18, 19] nickel,[20] titanium,[21] 
and tantalum.[22] Dendrites normally prog-
ress by the path of higher heat flow and lead 
to competitive growth in the structure.

When the solute-rich boundary layer creates 
a temperature gradient sharper than a criti-
cal gradient for constitutional supercooling, a 
stable planner interface growth is introduced.
[15] If constitutional supercooling is encoun-
tered, successive lumps at the solidification 
front may propagate with rapid growth to 
advance into long arms or cells, approach-
ing parallel to the heat flow and develop-
ing a cellular microstructure. However, with 
a smaller temperature gradient, a broader 
“mushy zone” is formed, which advances den-
dritic growth with secondary or tertiary arms.

Combined, the base metal at the boundary 
line plays as a nucleation site.[10] As the liquid 
metal within the melt pool is closely touching 
the thin layer of a substrate while completely 
splashing them, nucleation progresses with-
out difficulties. During the autogenous joining, 
nucleation starts with the agglomeration of 
atoms in the liquid on the previously developed 
structures continuing with similar crystallo-
graphic orientations. This type of growth phe-
nomenon is shown in Figure 8 and is known 
as epitaxial nucleation or epitaxial growth. The 

Figure 7: (a) Solid nucleus connected with substrate metal and liquid. (b) Graphic 
presentation for free energy change related to heterogeneous nucleation observed 
in casting and welding together with homogeneous nucleation.[14]  
[Source: reproduced with permission from John Wiley and Sons.]
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figure describes the grains’ growth with 100 
crystallographic orientations, which is com-
mon for the face-centered-cubic or body-cen-
tered-cubic crystal structures, where colum-
nar grains advance in the 100 direction.

 SOLIDIFICATION MICRO-
STRUCTURE IN PURE METALS 
AND ALLOYS

The solidification process may be stable or 
unstable. Stable solidification is defined as 
a smoothly growing interface, responsible 
for the thermal diffusion through the solid 
phase. In these circumstances, the surface ten-
sion and the dynamic movement at the inter-
face are neglected, thus with reduced per-
turbation. However, unstable solidification 
occurs when the metastable liquid cools far 
below the equilibrium temperature. In this sit-
uation, thermal diffusion from the interface 
occurs both in solid and liquid phases when 
the surface tension and dynamic movement 
are also considered. The local perturbation on 
the boundary layer will be enriched, and fur-
ther protrusion in the liquid will progress with 
various structural patterns. The formation of 

grain pattern and the crystallographic tex-
ture is controlled by the melting process and 
the solidification of the liquid melt zone.

The melt area drives away heat through the 
substrate causing the melt pool to have a 
curved shape. Depending on the process 
parameters, the melt pool shape may vary 
from oval or tear-drop-shaped on the sub-
strate with a semicircular or keyhole cross-sec-
tion. The geometric profile of the melt pool is 
significant as it affects the grain structure in 
the fusion zone. In the keyhole case, the beam 
goes down the substrate with minimum heat 
input, which changes the conduction mode at 
high speeds equally in electron and laser beam 
techniques. The conduction approach is desired 
for AM because of the unsteady keyhole that 
may cause undesired porosity in AM products.

There are four major solidification patterns: (i) 
planar, (ii) cellular, (iii) columnar, and (iv) equi-
axed dendritic (Figure 9). The various solidifi-
cation structures grow depending on the driv-
ing force of constitutional supercooling, the 
distribution of the solute at the boundary, as 
well as the characteristics of the elements con-
tained in the solidified alloys. Generally, the 
devastating forces of constitutional supercool-
ing do not exist in pure metal, which will then 
show a planer solidification approach.[10]

The relation between the different solidifica-
tion patterns with the degree of constitutional 
supercooling is shown in Figure 10. A planar 
solidification starts with a greater real tempera-
ture in contrast to the equilibrium temperature 
of the liquid melt.[23] In the planer solidification, 
a stochastic protuberance may grow into an 
area of higher temperature and results in the 
breakdown of the protuberance (Figure 10a). 
Planar solidification is feasible, especially for 
single crystal growth, where it demands either 
high purity metal or tremendously high degrees 
of temperature gradients or solidification rate.

Figure 8: Epitaxial growth of the solidified metal adjacent to the fusion line.[10] 
[Source: Reproduced with permission from John Wiley & Sons Inc.]

Figure 9: The schematic diagrams illustrate the modes of solidification pattern:  
(a) planar, (b) and (c) cellular, (d) columnar dendritic, and (e) equiaxed dendritic.
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In constitutional supercooling, the real tem-
perature gradient is lower than the liquid’s 
temperature gradient; a protuberance may 
mature in the undercooled melt and approach 
as a cellular or dendritic pattern (Figure 10b). 
When the grain grows like a column without 
branching the arms, it will form a cellular struc-
ture. In contrast, the grains with secondary 
or tertiary arms will develop a dendritic struc-
ture (Figures 10c and 10d). The cellular and 
dendritic growth are estimated by the degree 
of constitutional supercooling and the com-
plete stability described by the critical solidi-

fication rate. However, planar solidification is 
independent of the temperature gradient.

Generally, the solidification starts homoge-
neously after adequate cooling or heteroge-
neously with the existence of a solid particle in 
the supercooled melt. Moreover, after nucle-
ation, the consequent growth of the solid from 
the particle may be unstable, and based on 
the degree of supercooling, dendritic struc-
tures start to form. Dendrites are defined as 
prototypical structures growing from homoge-
neous initial states into compound spatio-tem-
poral configurations distinct from equilibrium.

The root of the word “dendrite” originates 
from the Greek term “dendron,” meaning 
“tree”. Similar to a tree, a dendrite shows 
an extremely branched, arborescent pattern, 
which is schematically presented in Figure 11.

Because of the unsteadiness of the interface, a 
dendrite structure comprises the primary stem, 
secondary, or tertiary branches, all advancing in 
particular crystallographic directions. The den-
dritic structures in metallurgy form the micro-
structure of metals or alloys, which heavily 
controls the mechanical, chemical, and phys-
ical characteristics of the material. During the 
solidification, the growth of the perturbation 
at the solid/liquid boundary may be inhibited 
by the surface tension or kinetic phenomenon. 
The challenge between the steady influence of 
surface tension and the unsteady influence of 
supercooling is mainly the cause source for the 
formation of dendritic compound patterns.

As the grain structure influences the mechan-
ical properties, it is essential to create finer 
grains in the solidified material to achieve 
superior properties. However, in laser or EB 
metal AM, it is crucial to stop grain growth 
during remelting of the formerly deposited lay-
ers, which also brings heterogeneous nucle-
ation and epitaxial grain development either 
in cellular or dendritic form. When the epitax-
ial grain growth of the columnar grains is pre-
vented by the development of equiaxed grains 
close to the melt zone area, and the equiaxed 
grains are deeper than the remelted penetra-
tion depth, then the equiaxed grains govern 
the average grain size. It is demanded in laser- 
or EB-based AM that the occurrence of equi-
axed grains is estimated by the density of het-
erogeneous nucleation sites, which may be 
feasible in the laser powder bed fusion (LPBF) 
process with a proper powder feed rate.

Figure 10: Occurrence of 
various solidification struc-
tures related to constitution-
al supercooling.[10] 
[Source: Reproduced with per-
mission from John Wiley & Sons 
Inc.]

Figure 11: Schematic of the 
dendrite formation/growth.
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DIRECTIONAL SOLIDIFICATION 
IN AM

The most vital factor in controlling the mechan-
ical properties of AM products is the solid-
ification structure.[6] The connection with 
higher laser energy provides rapid heating 
and cooling, resulting in faster solidification 
during cooling. Moreover, the heat dissipation 
rate through the substrate is fast enough to 
develop a rapidly solidified structure. Therefore, 
grain refinement is usually predicted in the dis-
tinctive AM structures because of their inade-
quate time for grain formation/progression.

The solute intensity or temperature gradi-
ents in the melt may produce surface ten-
sions and subsequent Marangoni convection, 
resulting in an unstable solidification process. 
Moreover, rapid solidification generally pro-
gresses along with the maximum heat flow. 
The mechanisms of non-equilibrium solid-
ification and the propensity for directional 
propagation are instantaneous but compet-
itive, which may generate diversity in crys-
tal orientation with limited consistency. As a 
result, AM-processed metallic products may 
possess intrinsic anisotropic characteristics.

For a known material composition, the solid-
ification morphology is controlled by param-
eters such as solidification velocity and tem-
perature gradient. The developed structure 
may differ from planar to cellular and to den-
drites, which normally turn into a finer struc-
ture until the regeneration of cellular struc-
tures with a growth rate of near-absolute sta-
bility. At velocities greater than this range, 
the banding acts, and finally, the planar inter-
face is completely stabilized. The well-devel-
oped cellular structure normally grows with-
out advancing side arms, where their axes 
are aligned to the heat flux direction with-
out considering any crystal orientation. How-
ever, dendrites are regarded as the growth of 
their arms along crystallographic orientations. 
Because of the anisotropy in solid/liquid inter-
face energy and growth mechanism, cubic 
crystal dendrite will propagate along the 001 
direction, indicating the heat flow direction.

Throughout the directional solidification and 
advance of columnar structures, the heat flux 
follows contrary to the growth direction. This 
means that the growth rate of the fronts lim-
its the solid/liquid boundary to propagate at 
this rate. During the alloy solidification, the sol-
ute will stack on the boundary, while the dis-
tribution coefficient is normally lower than the 

unity and, eventually, this variation of concen-
tration will impact the equilibrium solidification 
temperature. The supercooled zone, where 
equiaxed grains with various volume fractions 
may take place, depends on the thermal gra-
dient and the solidification rate, and finally 
directs to the columnar-to-equiaxed transition.

 FACTORS AFFECTING SOLIDIFI-
CATION IN AM

Cooling Rate
Generally, solidification/cooling rates are influ-
enced by the heat input, which is manipulated 
by the laser or EB power, beam scan speed 
layer thickness, scanning strategies, etc. When 
the laser power is low and scanning speed 
is high, this combination normally delivers a 
smaller heat flux that results in a larger cooling 
rate. In contrast, with higher laser power and 
lower scan speed, heat input would be inten-
sified to melt a larger substrate area, which 
eventually results in a slower cooling rate.

Temperature Gradient and  
Solidification Rate
Through solidification, columnar grains 
advance along the path of a higher tempera-
ture gradient in the melt pool.[16] The spherical 
melt pool generates curved and tapered colum-
nar structures because of the deviation in the 
thermal gradient path from the pool border. 
However, the comet-featured melt pool creates 
conventional and wide columnar structures, 
where the path of the maximum thermal gradi-
ent does not shift notably through the process.

If we consider the angle between the direc-
tion of grain growth and beam scan speed 
(SS) is θ, then the constant nominal growth 
rate RN would be RN = SS∙cosθ. In a cubic 
crystal structure, the 〈100〉 direction desig-
nates the main dendrite growth direction. 
This favored growth direction makes the local 
growth rate RL greater than the nominal rate 
RN. Another angle φ is considered between 
the normal direction of the melt pool bor-
der and the 〈100〉 direction to link RL and RN, 
which is RL = RN ⁄cosφ. The relationship states 
that the local growth rate becomes larger 
with misaligned crystals with respect to the 
direction of a higher temperature gradient.

Several factors such as moving heating source 
power (P), beam scan speed, substrate mate-
rial temperature (T), and beam spot diame-
ter (d) control the G/RL ratio[11], where G is 
the local temperature gradient. The value of 
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G is lower with higher values of T. The lower 
value of G must be recompensed by a lower 
P-value. Therefore, P must be decreased 
when T is increased to have columnar growth 
through the solidification. With an increased 
scan speed, RL increases without a signifi-
cant impact on G, resulting in a lower value 
of the G/RL ratio. However, as the higher scan 
speed causes a smaller melt area with greater 
temperature gradients, the increased scan 
speed may increase the G/RL ratio. A larger 
energy intensity or a wider beam diame-
ter is inconvenient to work with because of 
the promptly decreased beam intensity in the 
area far from the centerline in a single-mode 
laser with a Gaussian intensity distribution 
that restricts uniformity in the microstruc-
ture. Therefore, when a larger d is unavoid-
able, P needs to be intensified to confirm 
enough heat flux for the substrate remelting 
to continue with epitaxial grain growth. Rais-
ing the substrate material temperature using 
a pre-heating procedure somewhat enables 
the melting with a larger volume but, at the 
same time, lowers the processing window.

Moreover, the stability of the solid/liq-
uid boundary is dominated by the ther-
mal and supercooling behavior. Consid-

ering the constitutional supercooling, the 
instability at the interface is expressed as:

G

R
 > δT

D
 Eq. 6

where G represents thermal gradient, R is 
the growth rate, δT is the temperature range 
for solidification, and D is the diffusion coef-
ficient of solute material in the melt.

To understand the solidification morphol-
ogy and their structure, a solidification map 
is designed with G and R, in the form of 
their product as G.R and ratio as G/R. Fig-
ure 12 describes the influence of G/R and 
G.R on the solidification structure, where 
G/R governs the type of solidification pat-
tern and G.R controls the size of the struc-
ture.[10] The solidification structure may be 
planar, cellular, columnar dendritic, or equi-
axed dendritic. Normally, higher G/R ratios 
result in a planar structure, while lower G/R 
ratios result in an equiaxed structure. More-
over, the size of these four structures decreases 
with the larger value of G.R (cooling rate).

The size of the solidification structure can 
be estimated using the product G.R. There-
fore, the arm spacing of columnar or equiaxed 
grains can be measured using the cooling rate 
or solidification time, which can be stated as[10]:

y = at n
f  = b(εc)–n Eq. 7

where tf is the solidification time, εc is the 
cooling rate, and a, b, and n represent 
material constants that should be identi-
fied based on the experimental data.

The mathematical relation depicts that with 
the slower cooling rate and the extended 
growth time, coarser dendritic structures 
are formed. The surface energy of the solid-
ified material may be lowered with the for-
mation of coarse dendrite arms, as the coarse 
arms have less surface area per unit volume. 
This is because the slower cooling allows a 
longer time for growth and forming coarser 
dendritic arms. On the other hand, a faster 
cooling rate does not allow a longer time 
for growth, producing a finer structure.

The driving force, which is required for den-
drites to grow properly, comes from under-
cooling. There is a difference in tem-
perature between the liquidus and the 
dendrite slant that makes the under-
cooling temperature, as stated by:[10]

Figure 12: Influence of temperature gradient G and growth rate R on the size and 
morphology of the solidified structure.[10] 
[Source: Reproduced with permission from John Wiley & Sons Inc.]
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ΔTtot = ΔTc + ΔTT + ΔTK + ΔTR Eq. 8

where ΔTC, ΔTT, ΔTK, and ΔTR are the 
undercooling temperatures accompa-
nied by solute diffusion, thermal diffu-
sion, attachment kinetics, and solid/liq-
uid boundary curvature, respectively.

Through the solidification of most metal-
lic materials, ΔTT, ΔTK, and ΔTR are negligi-
ble; hence, the solute diffusion undercool-
ing ΔTC leads the process. Therefore, differ-
ent solidification structures, from planar to 
cellular, columnar dendrite, or equiaxed den-
drite, are basically formed because of the 
supercooling at the solid/liquid interface.

Besides the dendritic structure reported in 
AM, there may be a considerable amount of 
precipitates in some precipitation strength-
ened alloys, such as nickel-based superal-
loys. This happens because of the very fast 
cooling in the localized melt area, which cre-
ates a non-equilibrium condition where dif-
fusion is limited. Another reason is the inad-
equate time for the alloying constituents to 
diffuse back into the solidified structure. There-
fore, the concentration of the residual melt 
increases with alloying elements and promotes 
eutectic solidification to take place at the end 
of solidification, resulting in precipitates.

Process Parameters
The solidified microstructure and the phase for-
mations are controlled by the input process 
parameters. Together with the higher specific 
energy and the faster deposition rate, the liq-
uid melt will be at a higher temperature for an 
extended time to lower the temperature gradi-
ents. Therefore, the grains are allowed to grow 
coarsened and mainly equiaxed. On the other 
hand, the minor specific energy is understood 
by applying a faster scan speed, and hence no 
adequate time for the grain growth. Moreover, 
the geometry of the melt pool becomes narrow 
at a faster scan speed; therefore, the tempera-
ture gradients are higher, resulting in the for-
mation of columnar grains. Layer thickness is 
also another influencing factor, which depends 
on additional parameters, e.g., power, speed, 
specific energy, and powder flow rate, to 
dominate the microstructure in AM products. 
When the specific energy is brought down, the 
energy required per unit area to melt down 
the powder is lowered. This calls for a need to 
lower the layer thickness. However, the thicker 
layer causes slower cooling and results in a 
coarser microstructure. Therefore, the struc-
tural development is complex to layer thickness 

because of the dominance of heat conduc-
tion through the substrate, which controls the 
cooling rate and consequent microstructures.

Solidification Temperature Span
Usually, the broader solidification temperature 
span creates a greater solid/liquid or mushy 
zone, which is mostly responsible for the solid-
ification cracking, as the liquid cannot allow 
load. This temperature range is altered by sev-
eral factors, such as the existence of impu-
rities and some specific alloying elements. 
Simultaneously, the nearby grain material 
will be solidified, which then creates a gap 
with the grain boundary liquid due to ther-
mal stresses. The eutectic temperature range 
also enhances the extent of the mushy zone.

Gas Interactions
In AM techniques, argon and nitrogen 
are generally used to offer an inert atmo-
sphere and satisfy the high tolerance cri-
teria. In the case of EB-PBF, a true vac-
uum in the chamber is required. Helium is 
also used for shielding during laser DED to 
enhance temperature-temporal behavior.

The impact of the shielding gas on the qual-
ity of metal powders during laser DED, com-
bined with the AM input parameters, plays 
a major role in the growth of the final struc-
ture and properties of the manufactured prod-
ucts. Although nitrogen is a reactive gas, 
it can be a suitable shielding gas for those 
materials, which never react with nitrogen.

SOLIDIFICATION DEFECTS

Porosity
Usually, in AM the pore formations are con-
nected with the process input param-
eters, such as laser power or beam 
scan speed. The porosities are catego-
rized as powder and process induced.

Three major mechanisms cause porosity in AM 
products. First, at very high operating pow-
ers, melting may be accomplished throughout 
a keyhole mode.[11] When the keyholes are not 
properly developed and stabled, they can turn 
into an unstable mode, which then frequently 
forms and collapses, making voids inside the 
melt. Second, during the atomization of metal-
lic powder, gas can be trapped inside powder 
particles, creating microscopic gas pores during 
the process. Consequently, the powder-caring 
pores can be transferred to the final fabricated 
parts. Moreover, gas pores can be generated 
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because of the potential of gas attraction/solu-
tion by the alloy melt. Third, the deficiency in 
fusion imperfections can result from insufficient 
infiltration of the upper layer melt into the sub-
strate or the formerly solidified layers. This lack 
of fusion area is detectable by not melted or 
partially melted powders nearby the pores.

To understand the mechanisms of defect for-
mations during LPBF, the process window for 
a known and fixed layer thickness and hatch 
spacing can be classified into four differ-
ent zones.[24] Zone I is termed a “fully dense 
zone,” which is free from porosity. Zones II 
and III, which are termed the “over melting 
zone” and “incomplete melting zone,” respec-
tively, have measurable porosities. The poros-
ities introduced by process input parameters 
in zone II result from the exceeded energy, 
whereas those of zone III are caused by inad-
equate energy flux. Finally, Zone IV, the 
“overheating zone,” is generated by a very 
slow scan speed and higher laser power.

Porosities generated by inadequate melt-
ing are typically observed near the boundar-
ies, which are geometrically irregular in shape. 
Their amounts are greatly persuaded by oper-
ating parameters, such as laser power, layer 
thickness, scanning speed, and hatch spac-
ing. In deficient fusion porosity, the top sur-
face of the earlier layer may not be melted to 
develop a coherent bond due to the unsat-
isfactory dissipation of laser energy through 
the powder layers. Another potential rea-
son for the poor fusion porosity is the entrap-
ment of gas bubbles between the layers 
during processing. These gas bubbles then 
result in an unsteady scan track with non-uni-
form evaporation. The distinctive uncertainty 
of the scan tracks, therefore, causes inter-
mittent failure of the liquid melt adjacent to 
the vapor cavity and forms periodic voids.

Similar to the process input parameters, the 
unsteadiness of the scan track and pore for-
mation can be minimized by the proper adjust-
ment of the beam.[25] There is a chance to 
release more gas during the slow solidifica-
tion process, usually at higher energy density 
or lower scan depth with lower energy densi-
ties. Using a pulsed or modulated laser beam, 
it is possible to regulate the energy indul-
gence into the powder layer or substrate mate-
rial, thus manipulating solidified structures, 
porosity, and other defects. The steadiness of 
the scan track is significantly impacted by the 
pulse because the pulse needs to revive the 
scan track once it fails. The adequate overlap-

ping ratio of the two scan tracks can provide 
effective removal of porosity formed in early 
pulse, which eventually minimizes the pro-
cess-induced cavities. Hence, it is suggested to 
reduce the lay-off time of the pulse, lower than 
the solidification time required for the melt. 
In this situation, it is necessary to use a high 
duty cycle and a greater extent of overlap area 
in the melt zone through the pulse transition. 
During pulsed-wave methods, the consider-
ation of short pulse periods and lower energies 
is necessary to maintain a small melted area.

Balling
The balling phenomenon is considered the 
unusual melt pool segregation/breakout that 
may take place on the surfaces of the laser 
additive-manufactured parts, especially LPBF. 
Through the processing, the laser beam scans 
the surface linearly and the melting occurs 
along a row of powders, which then cre-
ates a constant liquid track similar to a tubu-
lar shape. The breakdown of the tube into 
the spherical-shaped (balling effect) metallic 
agglomerates drops the surface energy of the 
melt track until the ultimate equilibrium con-
dition is achieved. The balling effect can result 
in an intermittent scan track with poor bond-
ing and can be an obstruction to a constant 
deposition of powder on early-deposited lay-
ers. These phenomena can result in porosity or 
even delamination because of weak interlayers 
joining together with induced thermal stresses.

In powder-based AM techniques, powder par-
ticles absorb energy by the mechanisms of bulk 
coupling and powder coupling. Initially, a thin 
layer of distinct powder absorbs energy, influ-
enced by the powder properties. This elevates 
the temperature on the particle surface, form-
ing a liquid phase through the surface melt-
ing of powders. Consequently, the heat flows 
mostly in the direction of the center of the 
persisted powders till the steady-state melt-
ing temperature is achieved. The volume of 
liquid formation is influenced by the melt-
ing temperature, which is regulated by the 
laser power and scan speed through line scan-
ning. For example, with a known scan speed 
and a lower laser power, the solidus tempera-
ture drops, forming a smaller volume of liquid 
melt. This makes a higher viscosity in the liq-
uid-solid mix that, in turn, impends the liquid 
flow and particle reordering. This eventually 
drops the general rheological performance of 
adjacent and contacting liquid and solid par-
ticles. Subsequently, the liquid melt in each 
exposing spot area is able to combine into a 
discrete coarsened sphere of approximately the 
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same size as the laser beam’s diameter. In these 
circumstances, no effective bonding occurs 
between the adjacent balls since inadequate 
liquid volume stops the satisfactory growth of 
continuous connecting metal agglomerates. 
In fact, the result would be multiple irregu-
lar shape discrete solidified zones when one 
looks at the build plate from the top. In addi-
tion, lower laser power is responsible for the 
inadequate undercooling temperature of the 
liquid melt. Therefore, the formation of coars-
ened and irregular dendrite structure in solid-
ified balls generates mechanically weak char-
acteristics, thus undermining the part quality.

When a satisfactory volume of the liquid phase 
is grown with both greater laser power and 
scan speed, the melt converts into an inces-
sant tubular melted track because of the short 
exposure time of laser input on every area 
underneath the moving beam. But the melt 
pool track would be in an unsteady state; 
hence, the surface energy will keep dropping 
to reach an ultimate equilibrium state. When 
the scan speed increases, the energy intensity 
by the laser input drops, which then lowers the 
surrounding temperature and subsequently 
the diameter of the tubular melt pool track. 
Therefore, the melt zone's unsteadiness rises 
considerably. Under these circumstances, the 
dropped surface energy promotes the spatter-
ing of liquid droplets from the melt pool track 
surface. As a result, many micrometer-sized 
spherical spatters are solidified near the sin-
tered surface, ensuing in the balling phenome-
non. These irregular shape-solidified zones may 
cause a manufacturing issue by manifesting 
the potential of recoater jamming during LPBF.

In a multi-layer deposited sample, the ball-
ing effect may be excluded by reducing the 
powder layer thickness. By applying a deox-
idizing agent, oxide films can be satisfacto-
rily eliminated from the melt surface, thereby 
cleaning the balling zone joining system.

Cracking
a. Solidification Cracking
Solidification cracking takes place at the last 
step of solidification, where dendrites have 
become complete grains and are detached 
by a small volume of liquid known as a grain 
boundary. The possible reasons for solidifica-
tion cracking in melted metals are depicted as: 
(a) temperature range of solidification, (b) vol-
ume and dispersion of liquid melt at the end of 
solidification, (c) the early solidification phase, 
(d) the surface tension at the grain boundary 
melt, (e) the grain morphology, (f) the ductil-

ity of the solidifying metal, and (g) the pro-
pensity of the weld metal to contract and the 
amount of restriction. All these aspects are 
ultimately connected with the metal compo-
sition. Here, the first two aspects are influ-
enced by microsegregation, which is con-
trolled by the cooling rate through solidifi-
cation like the primary phase formation.

b. Intergranular Cracking
Intergranular cracking arises at the grain 
boundaries during the last step of the solidifi-
cation, where solidifying and cooling material 
possesses higher tensile stresses compared to 
the strength of the solidified metal. Moreover, 
the substrate material also passes through a 
thermal cycle developing expansion and con-
traction on a small scale. Intergranular crack-
ing is worsened by the intensification of ther-
mal power or thickness of the substrate.

c. Reheat Cracking
Reheat cracking is a common phenomenon 
in low-grade ferrite steels containing chro-
mium (Cr), molybdenum (Mo), vanadium 
(V), and tungsten (W). After manufacturing 
through welding or AM techniques, heat treat-
ment is usually carried out to release stress 
and minimize the propensity of hydrogen or 
stress corrosion cracking. However, the major 
issue is that the cracking may take place in 
the heat-affected region through reheating.

During AM processes, the temperature in 
the heat-affected zone close to the fusion 
line is raised to the austenitizing tempera-
ture, where Cr, Mo, and V carbides dissolve 
into austenite regions. Faster cooling of the 
heat-affected zone may allow inadequate 
time to transform carbides, resulting in mar-
tensite with supersaturated alloy content. 
When the reheating is done to release the 
stress, the alloy content starts to reprecipi-
tate along the high-energy austenite grain 
boundaries. This stimulates crack forma-
tion because of residual thermal stresses.

d. Liquation Cracking
Liquation cracking typically occurs in the mushy 
zone (MZ) or partially melted zone (PMZ) of the 
solidified build product, schematically shown 
in Figure 13. The alloy containing low melt-
ing temperature carbides results in melting in 
the PMZ during fast heating, even under the 
liquidus temperature. When cooling starts to 
take place, the PMZ undergoes tensile stress 
because of solidification shrinkage together 
with the thermal contraction from the solidified 
layers. In these circumstances, the liquid melt 
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pool around the grain boundaries or carbides 
may become the crack initiation locations.

Therefore, the possible reasons for liqua-
tion cracking are summarized as (i) wider 
MZ, formed because of a greater differ-
ence between liquidus and solidus tempera-
tures, as observed in nickel-based superal-
loys, (ii) greater solidification shrinkage due 
to a larger size melt pool such as Ti-6Al-4V 
alloy, (iii) greater thermal contraction because 
of a large coefficient of thermal expan-
sion, as observed in aluminum alloys.

Lamellar Tearing
Lamellar tearing is caused because of the com-
bined effect of localized internal stresses and 
the lower ductility of the substrate material. 
The substrate material normally reveals non-
metallic inclusions. The tearing is activated by 
the de-bonding of nonmetallic inclusions such 
as silicates or sulfides in the substrate metal 
close to the heat-affected zone, where there 
is no retrieval of grains or reabsorption of pre-
cipitates for the homogenization of micro-
structure. This region of the substrate also 
receives greater thermal stresses because of the 
higher heat input during the AM processes.

 POST SOLIDIFICATION PHASE 
TRANSFORMATION

After completing the solidification and cool-
ing far down the solidus temperature, the 
metal will continue to cool down to room 
temperature and then endures the sol-
id-state transformation. Reheating of previ-
ously deposited layers can again possess phase 
transformation. Here, the phase transforma-
tion that takes place through AM process-
ing is presented for both cases of heat-treat-
able and non-heat-treatable alloys.

Ferrous Alloys/Steels
Wide varieties of steels have been manu-
factured through AM. The very usual micro-
structure of AM-processed austenitic stain-
less steels is cellular and columnar dendrites. 
An equiaxed structure is hardly observed 
because of the higher temperature gra-
dient during the metal AM. The solidified 
microstructure is mainly cellular, and its size 
increases with the increase of deposit depth 
by accumulating heat through the AM tech-
niques. Austenitic steels regularly have a tiny 
amount of ferrite distant from austenite.

During solidification, solute rejects at the 
boundary and enhances the intercellular areas 
with chromium and molybdenum, resulting in 
ferrite formation. However, the ferrite content 
drops at a faster cooling rate due to the inad-
equate time for solute restructuring at higher 
rates. Austenitic steels show comparatively 
higher thermal expansion coefficients, thus 
being susceptible to solidification cracking. For 
austenitic steels, the propensity to solidifica-
tion cracking is reduced with the primary δ-fer-
rite phase, compared to the austenite phase.

Al Alloys
The most promising aspect of fabricating 
Al products using AM techniques is their 
higher thermal conductivity, which mini-
mizes thermally produced stresses, as well 
as the necessity of support structures. More-
over, higher thermal conductivity permits 
greater processing speeds. The very famil-
iar Al alloys obtainable in AM are the hard-
enable AlSi10Mg (EN AC-43000) and the 
eutectic AlSi12 (EN AC-44200). As a high-
strength alloy, a hardenable Al–Mg–Sc alloy 
is recommended by Schmidtke et al.[26] 
(AlMg4.5Sc0.66). Al–Sc alloys have received sig-
nificant attention from the aerospace indus-
try recently due to their high mechanical 
strength and attractive elongation rate.

Figure 13: The mechanism of liquation cracking in the melt pool area.  
Source: Adapted from[10]. [Reproduced with permission from John Wiley & Sons Inc.]
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In weldable Al alloys, the finer equiaxed grains 
are known to be less prone to solidification 
cracking. The equiaxed grains may have dis-
tortion by accommodating contraction strains, 
which make them ductile. The liquid sup-
ply and the remedial of initial cracks can also 
be an additional efficient approach for fine-
grained materials. Moreover, finer grain mate-
rials with bigger grain boundaries may have 
less rigorous segregation of low melting sol-
utes. Therefore, the propensity of the weld 
metal to contract and the level of restraint are 
the reasons to influence solidification cracking.

The possibility of AM-processed Al alloy parts 
exhibiting cracking is very robust. This could 
have been attributed to (i) greater solidifica-
tion temperature span, (ii) higher coefficient 
of thermal expansion, and (iii) larger solidifi-
cation shrinkage[27]. The laser-processed AM 
Al alloy also presents liquation and solidifi-
cation cracks, such as laser-welded Al com-
ponents. The addition of higher alloying ele-
ments in heat-treatable alloys may precipi-
tate lower melting point eutectics, which then 
create liquation cracks. However, the liqua-
tion cracking can be lowered in LPBF man-
ufactured Al alloys by reducing scattered 
energy concentration from the substrate.

Solidification cracking is barely found in Al 
alloy manufactured using a continuous-wave 
Nd:YAG laser; however, the opposite is cor-
rect for pulsed-wave Nd:YAG systems. In 
addition, the heat-treatable 2000 and 6000 
Al alloy series are more prone to solidifica-
tion cracking than the work hardening 5000 
alloy series through laser processing.[25] In 
Al alloys, the solidification cracking is met-
allurgically guided by the temperature limit 
of dendrite consistency and the existing liq-
uid level during cooling. The tendency of 
solidification cracking enhances with a wider 
solidification temperature range, which is 
directly correlated with solidification strains.

In the LPBF process, the non-equilibrium and 
rapid solidification may result in insufficient dif-
fusion that eventually lowers the liquidus and 
solidus temperatures. Subsequently, a broader 
temperature range and larger solidification 
cracking propensity are usually common in the 
LPBF process of Al alloys, e.g., 0.8% Si in Al–
Si; 1–3% Cu in Al–Cu; 1–1.5% Mg in Al–Mg; 
and 1% Mg2Si in Al–Mg–Si alloys [27]. How-
ever, the addition of some alloying constitu-
ents with a focus on narrowing down the solid-
ification temperature limit may change the 
melt pool composition to minimize cracking.

In laser-processed AM, there is an ideal 
energy density to develop crack-free, entirely 
dense products. Therefore, the solidifica-
tion cracking starts at energy densities larger 
than the ideal value because of the follow-
ing: (i) lower liquid viscosity, (ii) lengthy liq-
uid period, and (iii) subsequent higher ther-
mal stresses. On the other hand, with lesser 
energy densities, a disorganized solidifica-
tion front and a major balling phenome-
non may result in crack formation because 
of the higher unsteadiness of the liquid due 
to Marangoni convection, nonlinear capil-
lary forces, and inconsistent wetting angles.

The alloying constituents and impurities are 
segregated along the grain boundaries during 
the solidification through the microsegrega-
tion process, resulting in the liquation lay-
ers that also cause the temperature to fur-
ther cool down. To reduce the sources of 
stresses and cracks, adequate liquid is needed 
to seal the cracks and remove the strain gen-
erated through the solidification. Thus, crack 
admittance by strain development com-
petes with crack remedial through refill-
ing by remaining liquid. Although the crack 
growth rate rises with strains, the replenish-
ing and remedial approach of the remain-
ing liquid is regulated by its fluidity. The 
eutectic required to avoid cracking dif-
fers with composition and cooling rate.

Nickel Alloys/Superalloys
a. Inconel 625
Inconel 625 (IN625) is a Ni-based solid solu-
tion strengthening superalloy and is greatly 
strengthened by Mo and Nb contents.[28,29] 
Inconel 625 has applications in aerospace, 
marine, chemical, and petrochemical indus-
tries, possessing superior properties, includ-
ing strength at elevated temperatures, bet-
ter creep resistance, excellent fatigue prop-
erty, resistance to oxidation and corrosion, and 
accessible processability. However, the micro-
structure of AM-processed IN625 has aus-
tenitic phases, where no carbides and any 
other phases are recognized. In the laser-pro-
cessed AM technique, the beam travels very 
fast (>1,000 mm/s) and makes the solidifi-
cation time short (<1 ms). The atomic resto-
ration speed ahead of the short period of liq-
uid/solid solidification is greater than the diffu-
sion speed. Therefore, the faster solidification 
causes the solute atoms to be trapped and 
creates the well-known “solute trapping.”

https://advancedopticalmetrology.com/home/index.html?utm_source=eBook12&utm_medium=ebook&utm_campaign=additive-manufacturing-metallurgy-cut-analysis-porosity


Page 168 | Part VII Additive Manufacturing: Metallurgy, Cut Analysis & Porosity 

b. Inconel 718
Inconel 718 (IN718) is a Ni-based superalloy 
with higher quantities of Nb, Cr, and Fe.[30] It 
has applications in the aerospace and energy/
resources industries because of its good oxi-
dation resistance, creep, and mechanical 
properties at elevated temperatures. IN718 is 
reinforced by the precipitation of consistent 
secondary phases. Knowledge of the solid-
ification phenomenon of IN718 is crucial to 
be familiar with the phase progression in the 
AM-processed alloys, and the microstruc-
ture of Ni-based alloys is essential to improve 
compositional variants, process mechanisms, 
and post-processing techniques to reach sim-
ilar or superior properties of their equivalents 
manufactured by conventional methods.

Intermetallic compounds like Laves Ni3Nb-δ, 
and Nb-rich MC are usually found in interden-
dritic areas or grain boundaries of Ni-based 
alloys, which undesirably affect the mechan-
ical properties. Laves phase, which occurs 
in Nb-rich melt with a long-chain struc-
ture controlled by Nb segregation and liq-
uid melt distribution, is often found to pro-
duce hot cracking. In addition to the cooling 
rate, Laves phase formation is also influ-
enced by the solidification structure reliant on 
the proportion of temperature gradient and 
the growth rate. Smaller dendrite arm spac-
ing with a higher cooling rate and lower G/R 
ratio helps result in distinct Laves phase parti-
cles. In contrast, the larger dendrite arm spac-
ing with a lower cooling rate and higher G/R 
ratio has a tendency to develop incessantly 
dispersed larger particles of Laves phase.

c. Stellite
Stellite alloys show better corrosion and 
wear resistance at a wide variety of inter-
actions and environments in indus-
tries, including aerospace, oil and gas, 
forging, and power production.

The characteristic microstructure of Stellite 
contains hard carbides distributed through 
a cobalt-rich solid solution matrix. Stellite 
12, which is a hypo-eutectic alloy, forms a 
solid solution cobalt matrix through solidi-
fication. When the temperature drops, the 
amount of Co in liquid is also lowered and 
then the eutectic state is attained. The resid-
ual liquid reacts with the eutectic struc-
ture comprising carbides and a Co-based 
matrix. Moreover, the alloy possesses blocky 
eutectic carbides. Laser-processed AM fol-
lows faster melting and solidification prac-
tice, and the overlapping trends of multiple 

tracks and layers will result in remelting of 
the earlier solidified layers, which may cause 
divergence in microstructure development.

For Co-based superalloys, the major strength-
ening mechanisms include solid solution 
strengthening through the dispersion of Cr, 
W, and other elements in the Co matrix, 
whereas M7C3, M23C6, and other carbides act 
as a major function in precipitation strength-
ening between the dendrite regions. There-
fore, the higher hardness of the carbides may 
enrich the hardness value and wear prop-
erty of the alloys. For AM-processed Stel-
lite 12, M7C3 is the primary carbide, which 
is in a metastable condition and decom-
poses to discharge Cr, C, and W elements 
at higher temperatures and facilitates the 
formation of M23C6 and M6C carbides.

Titanium Alloys
Titanium alloys have vast applications in aero-
space, chemistry, ship manufacturing, and 
other industrial sectors due to their supe-
rior properties, e.g., greater strength-to-
weight ratio, high corrosion resistance, and 
compatibility with composite structure in 
the application of structural parts[31].

The metallurgy of Ti alloys is directed by 
the phase transformation that occurs in 
pure metal at 882 °C (1619 °F). Pure tita-
nium shows an alpha (α) phase (hcp struc-
ture) below the temperature and a beta (β) 
phase (bcc structure) above the temperature.

The primary outcome of alloying additions to 
titanium is the modification of the conversion 
temperature and formation of two-phase struc-
tures, having both α- and β-phases. Commer-
cially obtainable titanium alloys are categorized 
based on the impact of α- and β-phases, which 
consist of (i) α alloys, (ii) near-α, (iii) α-β, (iv) 
near β, and (v) β alloys. The α alloys are gen-
erally not heat treatable and typically weld-
able; α–β alloys are heat treatable and weld-
able, with the possibility of losing ductility near 
the weld area; β alloys are easily heat treatable, 
mostly weldable, and show higher to medium 
temperature levels. In a solution-treated state, 
the alloy possesses superior cold formability. 
Various types of stabilizing constituents on Ti 
alloy and their impact on phase transforma-
tion are schematically presented in Figure 14.

A Stabilizers: These types of components have 
large solubility in the α-phase, which usually 
increases the transformation temperature. The 
effect of α-stabilizing elements on the titanium 
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phase diagram is presented in Figure 14a. 
Very common α stabilizers to Ti alloy are Al, 
O2, N2, or C. The addition of O2 to pure Ti has 
the potential to make a variety of grades with 
higher strength. Al is a commercially used sta-
bilizer, which also acts as the main constituent 
of many commercial alloys. It can effectively 
strengthen the α-phase at a higher tempera-
ture of about 550 °C (1022 °F). The α-phase 
can be also reinforced with tin or zirconium, 
which have substantial solubility equally in 
the α- and β-phases. They do not prominently 
affect the transformation temperature and 
are therefore known as neutral stabilizers.

β Stabilizers: Components that reduce the 
transformation temperature, easily disperse in 
and reinforce the β-phase, and show lower α 
phase solubility are termed β stabilizers. They 
can be classified into two classes based on 
their constitutional activities with Ti, β-isomor-
phous elements (Mo, V, Nb, and Ta), and β-eu-
tectoid elements (Fe, Cr, and Mn, where eutec-
toids are decomposed as titanium–iron, tita-
nium–chromium, and titanium–manganese).

Variation in the phase composition is a signif-
icant basis of microstructural heterogeneity 
in AM-produced metallic products. For exam-
ple, in α + β titanium alloys (Ti-6Al-4V), usu-
ally, three phases are stated, e.g., α phase, 
β-phase, and α-martensitic phase. Because 
of the intricate phase transformation meth-
ods, it is challenging to precisely calculate the 
phase composition in AM Ti alloys. The cool-
ing rate and the manufacturing tempera-
ture are the two key process parameters to 
affect the ultimate phase structures in laser 
or EB-AM-made parts. Therefore, the micro-
structural differences result from repeated 
thermal inputs from sequential buildups.

Multiple studies have been conducted to shed 
some light on the effect of faster cooling on 
the microstructure development in Ti64 alloy 
by Ahmed and Rack, where improved Jominy 
and quench test techniques were adopted[32]. 
The development of a complete martensi-
tic structure is noticed at cooling rates of 
410 and 20 °C/s. This conversion is gradu-
ally switched by diffusion-influenced Wid-
manstätten α-phase at slower cooling rates.

PHASES AFTER POST-PROCESS 
HEAT TREATMENT

Ferrous Alloys
In laser manufactured 17-4 PH steel, austen-
ite reversion occurs during the aging treat-
ment. The austenite phases in laser-processed 
AM steel transform to martensite during heat 
treatment. This is believed to happen due to 
the stress release, which permits the austen-
ite to transform martensite through post-treat-
ment cooling. Austenite reversion is also com-
mon in laser fabricated maraging steel, where 
during aging, Ni-rich returned austenite shell 
forms around the retained austenite areas[33].

Al Alloys
The precipitation-hardened AlSi10Mg alloy in 
the AM process does not show any precipitates 
because of the rapid solidification, except for 
some Si segregation near the grain boundar-
ies. After solution treatment, Si starts to form 
Si particles in the α-Al matrix. The application 
of water quenching and peak-hardening fol-
lowed by solution treatment results in globu-
lar Si particles with needle-like Mg2Si precipi-
tates. Therefore, the microstructural anisotropy 
is diminished through disappearing dendrites, 
melt pool edges, and heat-affected zones.

Figure 14: Effect of (a) α-stabiliz-
ing, (b) β-isomorphous, and (c) on 
β-eutectoid elements on the tita-
nium phase diagram. 
[Source: openly accessible.]
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Ni Alloys
For IN718, the most commonly applied heat 
treatments are homogenization or solution 
aging treatment, which can stimulate the diffu-
sion process through the segregation of some 
components and dissolve some phases of car-
bides and Laves in the austenite matrix. More-
over, aging can promote the precipitation of 
γ’ and γ’’ elements. After the heat-treatment 
process, the plate-like δ-Ni3Nb precipitates 
form along the grain boundaries, as well as 
within the grains. However, γ’ and γ’’ precipi-
tates are very fine to determine with precision.

For cobalt-based superalloys, solid solution 
and precipitation strengthening are the major 
reinforcing mechanisms. Cr, W, and other 
components, which disperse on the cobalt 
matrix, can act as solid solution strengthen-
ers. M7C3 is the major carbides of Stellite 
12, which is a metastable phase, fabricated 
through Laser AM techniques. This carbide 
phase will decompose to Cr, C, and W com-
ponents during heat treatment and promote 
the formation of M23C6 and M6C carbides.

Ti Alloys
Ti-6Al-4V alloy possesses excellent stabil-
ity in strength, ductility, fatigue, and frac-
ture properties, except for the creep prop-
erty at temperatures above 300 °C. The 
structural development of this alloy is 
greatly influenced by heat treatment.

In laser-processed AM techniques, the finer 
acicular α’-phase in the as-manufactured 
Ti-6Al4V alloy results in an inadequate out-
come through a conventional heat-treatment 
process. The metastable α’-phase is very fine 
and contains greater densities of dislocations 
and twins, which impede the grain growth 
during heat treatment, directing to a finer α + 
β lamellar structure. During the heat treatment 
(~400 °C), in the first step, the α-phase starts 
to nucleate along the boundary of the acicu-
lar α-phase, which pushes the vanadium into 
the boundary of the newly formed α grain. 
After that, the β-phase forms in the area of 
higher vanadium content among the α-phase 
laths. Therefore, the heat-treatment tempera-
ture is important to retain the refined micro-
structure. Moreover, the appropriate tempera-
ture and the holding time may relieve the resid-
ual stress. Consequently, the stress-relief heat 
treatment may contribute to two major struc-
tural modifications decreasing the dislocation 
density and the breakdown of α’-phases. The 
lamellar α + β structure, which exists as a col-
ony shape, starts to become coarsen α lamellae 

with increasing the heat-treatment tempera-
ture. This way, some α grains become glob-
ular and reduce morphological anisotropy.

MECHANICAL PROPERTIES

The defects such as porosity influence crack 
generation and decline in mechanical prop-
erties. Therefore, a higher density above 
99.5% is usually the first priority for AM tech-
nique optimization. The rationale for opti-
mizing parameters to maximize the den-
sity by reducing porosities is the fact that 
the size and distribution of pores have a 
major impact on mechanical properties.

Hardness
The hardness depends on the cross-sec-
tional area, where with a larger cross-sec-
tional area, the hardness drops due to micro-
structure coarsening. The basis of this micro-
structure coarsening is the greater thermal 
input in a bigger area, which makes a slower 
cooling process. Therefore, the heteroge-
neity in hardness depends on the thermal 
history of the individual layer. Prospective 
improvement using different process param-
eters with respect to the cross-sectional area 
may improve the heterogeneity in hardness.

a. Hardness of AM-Processed Ferrous Alloys
For multi-layer deposited steels, the 
micro-hardness value drops from the very ini-
tial deposited layers, which afterward enhances 
along the upper layers. This phenomenon is 
because of the repeated heating of the for-
mer layers and letting the time be annealed to 
some extent. Additionally, this inconsistency is 
ascribed to the time dependency of the cool-
ing rate in the liquid melt and comparatively 
the slow solidification rate in the middle area. 
Therefore, greater hardness values are typi-
cally obtained both at the top and bottom of 
the AM parts in contrast with the central area.

In low alloy steels (41XX series), the con-
tent of alloying components, as well as the 
amount of carbon, controls the phase for-
mation, which eventually affects the hard-
ness values. In high carbon-containing steel, 
through the rapid cooling in the AM pro-
cess, hard martensite phases are developed, 
which contribute to hardness development.

Austenitic stainless steels such as 316 and 316L 
have a similar chemical composition with an 
identical dendritic structure. However, a slight 
change in carbon content (316L ≤ 0.03 wt.% 
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C and 316 ≤ 0.08 wt.% C) between 316L and 
316 shows a significant change in hardness.

b. Hardness of AM-Manufactured Al Alloys
The most familiar Al alloys fabricated through 
the AM technique contain greater volumes 
of Si, which stimulate eutectic solidifica-
tion. The combined effect of higher cool-
ing rates and alloying elements (e.g., Si) 
promotes the formation of finer second-
ary arms spacing, which results in higher 
hardness in AM-manufactured alloys.

Some post-processing techniques may influ-
ence the hardness property in AM-processed 
Al alloys. Previous research has reported that 
solutionizing and aging treatment may drop 
the hardness value, compared to the as-de-
posited condition. This may occur due to 
the influence of microstructural change 
caused by solutionizing and aging treat-
ment, which coarsen the Si particles.

On the other hand, HIP, as a post-process 
technique, also has an impact on the hard-
ness of AM-manufactured alloys. HIP usu-
ally results in microstructural coarsen-
ing as well as releasing residual stresses, 
which drop the hardness of products.

c. Hardness of AM-Manufactured Nickel Alloys
The faster cooling rate in AM-processed Ni 
alloys leads the strengthening elements such 
as Mo and Nb to remain in the Ni alloy matrix. 
Therefore, a greater lattice distortion occurs 
by these point defects, which also enhances 
the hardness of the AM-fabricated samples 
compared to the conventional cast alloys. As 
IN625 is a solid solution-strengthened super-
alloy, phase transformation occurs through 
heat treatment. At low-temperature anneal-
ing (e.g., 700 °C (1292 °F)), the release of 
residual stress lowers the hardness. However, 
annealing between 800 and 900 °C (1472 and 
1652 °F) forms δ (Ni3Nb) precipitate, which 
improves the hardness. δ is an orthorhombic 
phase having a greater mismatch with the Ni 
matrix and thereby develops hardness. How-
ever, annealing above 1,000 °C (1832 °F) dis-
solves δ phases in the Ni matrix and reduces 
the lattice distortion together with hardness.

d. Hardness of AM-Manufactured Ti Alloys
Generally, the AM-processed Ti-6Al-4V alloy 
possesses different structural features after var-
ious post-processes. For example, LPBF-pro-
cessed Ti-6Al-4V alloy shows a finer mar-
tensitic structure with acicular laths after 

stress relieving. In contrast, HIP results in 
a coarser structure of lamellar α and β.

Ti-6Al-4V alloy endures a phase change from 
body-centered cubic β phase to a struc-
ture comprising hexagonal α-phase and few 
amounts of β-phase when the temperature is 
about 1,000 °C (1832 °F). The solid-state trans-
formation may result in measurable structures 
within grains and, based on the cooling behav-
ior during the conversion of temperature, the 
α-phase may result in diverse morphology.

Some post-processing treatments, such as 
heat treatment and annealing, may release 
residual stress with some coarsening effect 
of α-phases, which eventually raise the duc-
tility and toughness, compromising the 
strength and hardness of AM-manufac-
tured Ti-6Al-4V alloy. The precipitation hard-
ening and solid solution strengthening both 
cause the mechanical property to increase.

Tensile Strength and Static Strength
a. Tensile Behavior of AM-Fabricated Ferrous 
Alloys
Tensile behavior of the AM-manufactured steel 
often satisfies the required specifications for 
technical usage. Formation of finer grains pre-
cedes a substantial rise in yield strength and 
ultimate tensile strength. As for the ductil-
ity of the AM samples, a minor amount of 
porosity results in ductile fracture with elon-
gation values similar to wrought alloys. On 
the other hand, a greater amount of poros-
ity influences brittle failure, which consider-
ably lowers elongation. The AM-manufactured 
precipitation strengthening steels are rela-
tively soft, as there is no precipitation forma-
tion due to inadequate time for faster solidifi-
cation. In martensitic grade steels, the amount 
of retained austenite and austenite reversion 
phenomenon impacts the tensile properties.

b. Tensile Behavior of AM-Fabricated Al Alloys
The finer grains developed in AM-processed 
Al alloys promote increased strength in the 
as-built condition. However, the precipita-
tion strengthens the AM-fabricated AlSi10Mg 
alloy, which shows similar tensile properties to 
the solution-strengthened AlSi12 alloy. During 
heat treatment of AM-fabricated AlSi10Mg 
alloys, the earlier fine grain becomes coarser, 
and precipitation formation takes place. The 
coarse grains deteriorate the tensile strength, 
whereas precipitates strengthen the alloy. The 
AM-manufactured scandium-containing alloy 
aids to retain fine grain structure and also 
completely coherent precipitates after aging 
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heat treatment. However, in the AA 2139 (Al–
Cu, Mg) alloy, loss of Mg occurs during AM, 
which afterward lowers the precipitate vol-
ume as well as drops the tensile strength.

c. Tensile Properties of AM-Manufactured  
Ni Alloys
The tensile behavior of AM-fabricated Ni alloys 
is comparable to the wrought one, while the 
ductility is low because of the precipitation 
of γ’ and γ’’ phases in the austenite matrix, 
and δ phases around the grain boundaries.

d. Tensile Properties of AM-Manufactured  
Ti Alloys
In AM, Ti-6Al-4V is the most comprehensively 
studied group of alloys. As Ti is an appropriate 
material for different AM techniques, the pro-
cess input parameters influencing microstruc-
tures and tensile behaviors have been consid-
ered systematically, specifically for Ti-6Al-4V 
alloys. The better tensile strength is correlated 
with the finer martensitic structure resulting 
from rapid cooling. Finer grains always enhance 
yield strength and ductility. The deformed hex-
agonal lattice of α’ martensite is stronger com-
pared to lamellar α, which is due to the finer 
lath width, without reducing the ductility.

Typically, AM-fabricated Ti-6Al-4V alloy has 
better tensile strength than cast or wrought 
alloys, i.e., α + β alloys, but lower ductil-
ity than pure Ti, because of the impeding of 
the twinning deformation phenomenon.

It is concluded that AM-manufactured 
Ti-6Al-4V alloy is equivalent to cast or wrought 
products. It is important to note that the ten-
dency of anisotropy is divergent for tensile 
strength and ductility using different tech-
niques. The lower ductility of Ti-6Al-4V alloy 
manufactured using LPBF and laser-directed 
energy deposition techniques are ascribed to 
the development of brittle martensite phases. 
Ductility is the anisotropic property, which is 
different in the horizontal and vertical direc-
tion of the building and can be improved 
through post-process heat treatment.

Fatigue Behavior of AM-Manufactured 
Alloys
The fatigue property depends on the iso-
tropic behavior of the AM-fabricated sam-
ples. Usually, fatigue strengths are greater in 
the horizontal built direction than the verti-
cal direction in the LPBF process. The fatigue 
life of the as-fabricated AM samples is con-
siderably lower than the wrought ones, which 
is due to the surface roughness and inter-

nal defects influencing the cracks to initi-
ate. The fatigue property of AM products can 
be enhanced by post-processing heat treat-
ment, hot isostatics pressing, and surface qual-
ity improvement. Besides surface features and 
internal defects, fatigue crack growth also 
depends on the crystallographic direction of 
grains that hold the crack tip, the number of 
grain boundaries around it, and the type of 
residual core stress. Post-processing like sur-
face grinding and heat treatment may sig-
nificantly enhance the mechanical proper-
ties of AM-fabricated parts to be similar or 
even superior to conventional counterparts.

a. Factors Influencing Fatigue Behavior  
in AM
The well-known defects to introduce fatigue 
cracks in AM components are the pores and 
voids generated from entrapped gas and/or 
lack of fusion, as well as inadequate fusion. 
There is a controversy about the build orien-
tation anisotropy on the mechanical proper-
ties of AM products. The difference in thermal 
profile experienced in different build directions 
control the morphology of the microstruc-
ture, defects, and eventually the ductility.

Tensile residual stresses are disadvanta-
geous to fatigue properties; their impact 
may be reduced or prevented through suit-
able process parameters, corrected build 
direction, or releasing them by applying 
post-processing heat treatment (PPHT).

b. Fatigue Performance of AM-Manufactured 
Ferrous Alloys
The fatigue property of 316L alloy is influ-
enced by its monotonic strength. The build-
ing orientation shows a significant impact on 
the fatigue life of 17-4 PH steel. Usually, the 
horizontally built samples show higher fatigue 
properties because of the structural configu-
ration along the loading direction. However, 
in vertical samples, defects are detrimental as 
they create stress accumulation during loading.

The fatigue life of ferrous alloys is influ-
enced by the alloying element and the 
post-processing techniques. Moreover, PPHT 
can expand fatigue life through the recov-
ery of ductility and toughness of the alloy.

c. Fatigue Behavior of AM-Fabricated  
Al Alloys
Although Al alloys have different physical prop-
erties than ferrous and Ti alloys, in the areas 
of thermal conductivity, surface reflectivity, 
and melt viscosity, the AM-fabricated proper-
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ties are comparable. For example, in eutectic 
AlSi12 and AlSi10Mg alloys, the faster cooling 
rate develops a finer lamellar dendritic network 
of eutectic phases. The formation of strength-
ening phases of Mg2Si as well as the distribu-
tion of Si particles in the Al matrix contributes 
to the tensile strength of the AM alloy com-
pared to the conventional sand-cast or die-
cast alloys. Throughout the plastic deforma-
tion, the dendrite structure acts as load-bear-
ing elements by breaking through the dendritic 
arms, followed by the ultimate delamination 
of the Al matrix. The rapid cooling rate results 
in the growth of residual pores and eventu-
ally forms initial cracks at vital pores. There-
fore, the joining of several cracks causes a 
rapid fracture while dropping the ductility.

The application of heat treatment usu-
ally reduces residual porosity, and thereby 
fatigue inconsistency. In high cycle fatigue 
(HCF), the fatigue property is influenced by 
the resistance to the crack origination rather 
than growth. Materials performance is con-
nected to the fatigue scheme under consid-
eration. Materials that have an improved ten-
sile strength are stronger in the low cycle 
fatigue scheme, which is different from HCF.

d. Fatigue Property of AM-Manufactured  
Nickel Alloys
Wrought IN718 contains δ phases, whereas 
the AM-fabricated IN718 comprises Laves 
phases. It is known that the wrought IN718 
shows a better fatigue crack resistance than 
the AM-processed IN718 because of the 
absence of the detrimental Laves phase.

e. Fatigue Behavior of Additive-Manufactured 
Ti Alloy
A comparison of the fatigue property with the 
wrought alloy specifies that AM-manufactured 
alloys have a shorter fatigue life. It is already 
identified that the fatigue property of AM alloy 
is greatly influenced by internal defects, which 
perform as micro-notches and result in stress 
accumulation. The application of post-pro-
cessing treatment is important to remove or 
shrink pores to a far smaller size, which makes 
them unable to influence fatigue behavior.
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Material Parameter Measure-
ment in EVIDENT Microscopy 
Software Solutions – PRECiV

SUMMARY   
Additive manufacturing (AM) and 3D printing are novel 
manufacturing processes that build metallic or non-metal-
lic parts by adding material, layer by layer, based on com-
puter-aided design models. Evident’s PRECiV™ software 
offers flexible solutions for additive manufacturing quality 
assurance. With a guided workflow for different measure-
ment tasks, PRECiV image analysis software provides easy-
to-use, reliable solutions to conduct complex analyses ac-
cording to international standards in the field of material 
qualification and evaluation. 
For example, with the Porosity solution, it is possible to 
measure different porosity-related parameters that help 
to quickly identify whether the material meets quality re-
quirements. In addition, PRECiV software provides both 
intercept and planimetric measurements of the grain size 
structure of AM pieces. Moreover, monitoring the so-
lidification time in titanium or aluminum alloys is a key 
factor in improved mechanical properties (such as tensile 
strength and elongation). The locally different energy in-
put on the surface during the additive manufacturing pro-
cess often causes grains in the material to grow unevenly. 
This can cause dendrites, a tree-like branching structure. 
The dendrite arm spacing (DAS) is directly connected to 
the solidification time. With a known DAS provided by 
PRECiV software and a specific material-dependent con-
stant, it is easy to calculate the solidification time and tai-
lor the final quality of parts.
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Additive manufacturing and 3D printing have 
been used as standard terms to indicate a 
novel manufacturing process that builds a 
metallic or non-metallic part by adding mate-
rial, layer by layer, based on a computer-aided 
design (CAD) model. The three-dimensional 
CAD model is sliced vertically into several 
two-dimensional sections. These two-dimen-
sional layers will be used as a path for pow-
erful energy sources, which could be weld-
ing torches, electron beams or lasers to melt 
the material onto each other, either wire or 
metal powder, to form the final component. 

PRECiV offers flexible solutions that can be 
used for additive manufacturing quality assur-
ance. With a guided workflow for different 
measurement tasks PRECiV provides easy-to-
use and highly reliable solutions to conduct 
complex analysis according to international 
standards (ISO, ASTM, JIS, DIN) in the field of 
material qualification and evaluation (Metal, 
Ceramics, Coatings, Weldments, Aluminum 
alloys, Cast Iron …). Analysis is possible on live 
or already recorded images. As the used mea-
suring conditions can be saved, it is easy to 
recall them at a later stage. Storing the mea-
surement conditions increases the reproduc-
ibility of the results. If one has several images 
of the same type that need to be measured, 

the workflow provides batch processing. This 
improves the statistical measurement data.  

POROSITY   

Additive manufacturing techniques using opti-
mized process parameters can build parts with 
relative density higher than 99.8%. Even when 
using optimized process parameters and oper-
ational conditions, it is reported that there is an 
uncontrolled and unavoidable percentage of 
porosity in additive manufactured parts. Poros-
ity directly influences the mechanical proper-
ties and operational performance of the part. 

There are at least three sources for poros-
ity in AM manufactured parts: gas poros-
ity, lack-of-fusion, and keyholing. 

With the “Porosity” solution in PRECiV image 
analysis software, it is possible to measure dif-
ferent porosity-related parameters. Porosity 
describes any void or hole found in a material. 
The morphology of pores in terms of their size, 
shape, surface constituents, location and fre-
quency, help to ascertain the defect’s origin. 

Figure 1: Workflow-based pore analysis in a region of interest (ROI)
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Pore analysis parameters
With a threshold-based measurement of 
pore content per ROI, the software calcu-
lates the following parameters: Porosity, Pore 
Size, Number of pores, Distance of adja-
cent pores and the pore density. The setting 
of limits helps to quickly identify whether 
the material meets quality requirements.  

Figure 2: Example grains 
intercept measurement with 
circular measuring grid

GRAINS

Additive manufacturing will melt material layers 
onto each other with powerful energy sources 
to form the final product. Melting processes 
change the microstructure of the material used. 

For metals and ceramics, grain size is one 
of the most significant metallographic mea-
surements as it directly affects mechani-
cal properties. Common grain size mea-
surements include grains per unit area/vol-
ume, average diameter or grain size number. 
Grain size number can be calculated or com-
pared to standardized grain size charts. 

To make the grain boundaries visi-
ble, sample preparation must be car-
ried out. Grinding, polishing and etch-
ing are necessary steps for good results.

PRECiV software provides both intercept and 
planimetric measurements, covering the lat-
est version of the most commonly used stan-
dards in academic and industrial environments.

Since these are materials solutions of the soft-
ware, a guided workflow with batch process-
ing is available as well as the ability to save 
the settings. However, it is also possible to 
manually intervene if necessary, e.g. if inter-
sections of the measuring grid with the grain 
boundaries are not correctly detected or are 
falsified by inclusions within the grains.
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In the “Grains Intercept” solution dif-
ferent measuring grids help to con-
sider the geometry of the micro struc-
ture like the following examples show: 

Figure 3: Historical test circle 
for planimetric analysis

Due to the averaging over the pattern length, 
the software solution delivers precise results 
(+/– 0.1 G). The precision is always a func-
tion of the number of images measured – 
batch processing can speed up the analysis. 
In addition, various available patterns make 
it possible to obtain the elongation value for 
non-equiaxed microstructures. So for Grains 
Intercept measurements, PRECiV provides a 
single value G, the mean intercept length, 
the average number of intercepts, the num-
ber of intercepts per unit length (1/mm) and 
if measured, the value for the elongation.  

In contrast to the intercept method, “Grains 
Planimetric” refers to the entire area of 
grains. After reconstruction, the grain bound-
aries—the area of all grains—is calcu-
lated. Originally, a test circle was used for 
this purpose, as the first analyses were car-
ried out in the eyepieces of the microscope. 
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In our modern world, we can leave that 
approach and use the entire image instead. 

The advantage of the planimetric method 
is that it provides the full information 
about all grains, the grain size distribu-
tion on the evaluated area and geomet-
ric information like elongation. A second 
phase can be considered and evaluated.

DENDRITE ARM SPACING

Dendrite arm spacing is an interesting method. 
Originally known from light metals like Alu-
minum and Magnesium, it is an import-
ant analysis method for additive manufac-
tured materials. Due to the locally different 
energy input on the surface during manu-
facturing process, the grains in the mate-

Figure 4: Grains Planimetric 
analysis in PRECiV

Figure 5: Crystal growth in 
dendrite form

https://advancedopticalmetrology.com/home/index.html?utm_source=eBook12&utm_medium=ebook&utm_campaign=additive-manufacturing-metallurgy-cut-analysis-porosity
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Figure 7: Automatic measurement using threshold inside of the guided workflow

Figure 6: Manual measure-
ment of Dendrite Arm 
Spacing
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rial often grow unevenly. That results in den-
drites, a tree-like branching structure. 

The monitoring of the solidification time in 
such alloys is a key factor to improved mechan-
ical properties (like tensile strength and elon-
gation). The Dendrite Arm Spacing is directly 
connected to the solidification time.

With a known Dendrite Arm Spacing (DAS) 
and a specific material-dependent constant 
it is easy to calculate the solidification time. 

A precondition for a dendrite arm spac-
ing measurement is that the dendrites differ 
from the rest of the sample, for example by 
contrast. In this case, dendrites will have dif-
ferent intensity values from the rest of the 
sample, making automatic analysis of the 
image possible. Setting thresholds for detect-
ing the dendrites is a good and quick solu-
tion in this case. On the other hand, a man-
ual measurement can be conducted.

User Instruction

Mode selection

Filtering

Workflow 
Description

Adjusting  
threshold for 
dendrites


